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Abstract
Objective: Returning aggregate study results is an important ethical responsibility to promote trust and inform decision making, but the practice 
of providing results to a lay audience is not widely adopted. Barriers include significant cost and time required to develop lay summaries and 
scarce infrastructure necessary for returning them to the public. Our study aims to generate, evaluate, and implement ChatGPT 4 lay summa-
ries of scientific abstracts on a national clinical study recruitment platform, ResearchMatch, to facilitate timely and cost-effective return of study 
results at scale.
Materials and Methods: We engineered prompts to summarize abstracts at a literacy level accessible to the public, prioritizing succinctness, 
clarity, and practical relevance. Researchers and volunteers assessed ChatGPT-generated lay summaries across five dimensions: accuracy, rele-
vance, accessibility, transparency, and harmfulness. We used precision analysis and adaptive random sampling to determine the optimal num-
ber of summaries for evaluation, ensuring high statistical precision.
Results: ChatGPT achieved 95.9% (95% CI, 92.1–97.9) accuracy and 96.2% (92.4–98.1) relevance across 192 summary sentences from 33 
abstracts based on researcher review. 85.3% (69.9–93.6) of 34 volunteers perceived ChatGPT-generated summaries as more accessible and 
73.5% (56.9–85.4) more transparent than the original abstract. None of the summaries were deemed harmful. We expanded ResearchMatch’s 
technical infrastructure to automatically generate and display lay summaries for over 750 published studies that resulted from the platform’s 
recruitment mechanism.
Discussion and Conclusion: Implementing AI-generated lay summaries on ResearchMatch demonstrates the potential of a scalable frame-
work generalizable to broader platforms for enhancing research accessibility and transparency.
Key words: artificial intelligence; large language model; text summarization; ResearchMatch; return of study results. 

Introduction
Timely and effective return of aggregate study results plays 
an essential role in informing the public about clinical find-
ings to promote trust and transparency in the research proc-
ess.1 Researchers and US funding agencies, including the 
National Institutes of Health and the Patient-Centered Out-
comes Research Institute, view the return of aggregate results 
as an important ethical responsibility to demonstrate respect, 
enhance transparency, and provide insight on findings that 
may benefit participants’ health.2,3 Similarly, a majority of 
participants value receiving study results to inform future 

health decisions and behaviors.4–7 According to a national 
return of value survey, receiving study results would make 
participants more likely to trust researchers and participate in 
research.8

Despite support from both participants and the research 
community, the practice of providing study results to a lay 
audience is not widely adopted. Studies showed that fewer 
than 2% of global clinical trials completed or terminated 
between 2015 and 2017 returned plain language summaries 
to their participants.1 Major barriers include (1) scarce infra-
structure necessary for implementing lay summaries that can 
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effectively reach participants, (2) high burden in cost and 
time to support providing lay summaries at scale, and (3) 
researchers’ varied proficiency in effectively communicating 
with a lay audience.9–12

To address these barriers, our study focuses on generating 
lay summaries using OpenAI’s ChatGPT 413 and implement-
ing them on a national clinical study recruitment registry, 
ResearchMatch,14 to facilitate timely and cost-effective 
return of aggregate study results at scale. Created in 2009, 
ResearchMatch is a disease-neutral, web-based recruitment 
platform that helps match volunteers who wish to participate 
in clinical research studies with researchers actively searching 
for volunteers across the US. Aimed at enhancing the recruit-
ment and engagement of diverse populations in clinical stud-
ies, ResearchMatch serves as an effective national 
recruitment platform, having supported over 6600 studies 
and registered 161 000 volunteers and 14 480 researchers as 
of April 2024. It prioritizes returning value to volunteers and 
publicly displays research publications (over 750 as of April 
2024) for studies that used the platform’s recruitment mecha-
nism. Specifically, its technical infrastructure supports the 
routine and automated retrieval of bibliometric details, 
including the title, author(s), abstract, and link to the full 
article. To generate lay summaries at scale, a cost-effective 
approach is to leverage advanced large language models 
(LLMs), which can automatically summarize study abstracts 
at a literacy level accessible to the general public. Among 
LLMs, OpenAI’s ChatGPT 4 was the most promising for the 
task because of its ease of integration with ResearchMatch’s 
technical workflow through its application programming 
interface (API) and impressive performance on text summari-
zation and background explanation tasks, outperforming 
other LLMs on benchmark datasets.15–18 ChatGPT 4’s ability 
to generate lay summaries for increasing accessibility and 
transparency of research studies, however, has not been 
explored. Previous studies on biomedical text summarization 
focused on sentence-level simplification rather than summa-
rizing paragraphs or abstracts in plain language.19–23 Fur-
thermore, they primarily relied on conventional text 
summarization metrics (eg, ROUGE24 and BLEU25), which 
are designed to assess lexical overlap and thus are not directly 
applicable to measuring the quality of lay summaries tailored 
to non-specialist readers.26

To this end, the objective of our study was to generate, 
evaluate, and implement ChatGPT-generated lay summaries 
of scientific abstracts on ResearchMatch to return aggregate 
study results. We engineered prompts for summarizing scien-
tific abstracts at a literacy level accessible to a general audi-
ence and rigorously evaluated them for accuracy, relevance, 
accessibility, transparency, and harmfulness. Implementing 
LLM-generated lay summaries on a national study recruit-
ment platform like ResearchMatch demonstrates the poten-
tial of generalizing this approach to broader platforms, 
including biomedical publication repositories and clinical 
trial registries, to return aggregate study results at scale.

Materials and methods
An overview of our study is shown in Figure 1. Our work-
flow consisted of three key steps: (1) engineer prompts to 
summarize scientific abstracts in lay language, (2) evaluate 
ChatGPT 4-generated summaries to select the optimal 
prompt, and (3) implement summaries generated by the 

optimal prompt on ResearchMatch for any study that used 
the platform’s recruitment mechanism. For brevity, we hence-
forth refer to ChatGPT 4 as ChatGPT.

Prompt engineering 
We engineered prompts based on five design principles: pro-
mote succinctness, reduce technical jargon, increase readabil-
ity at a literacy level accessible to the public, retain salient 
information, and emphasize practical importance of the 
research findings. We formulated these principles based on 
published best practices and guidance on developing lay sum-
maries of research studies.27–30 After establishing these design 
principles, we refined the prompts through collaboration 
with experienced prompt engineers and researchers specializ-
ing in the recruitment and retention of diverse participants 
for research studies, ensuring our prompts were well founded 
and effective in engaging a wide audience. Table 1 provides a 
summary of the prompts used and rationale behind each 
design principle.

1) Promote succinctness: A succinct summary can help read-
ers quickly focus on key elements without being over-
whelmed by extensive details. The length of a scientific 
abstract typically ranges from 200 to 300 words depend-
ing on the article type, discipline, and journal. While not a 
systematic requirement, some journals, including PLOS 
and BMJ, ask authors to provide a lay summary ranging 
from 100 to 200 words. Therefore, we designed two 
prompts with different word count requirements, that is, 
A ¼ under 200 words, and B ¼ under 100 words, to gen-
erate summaries that were comparable to or shorter than 
research abstracts and lay summaries required by jour-
nals, respectively, in terms of length. 

2) Reduce technical jargon: While jargon allows researchers 
to effectively communicate complex and nuanced ideas 
within their fields, it may alienate lay readers who do not 
share the same technical background.31 A 2019 experi-
ment found that the use of technical jargon impaired peo-
ple’s ability to process scientific information and 
undermined efforts to inform the public.32 Minimizing 
technical jargon ensures that the information is accessible 
to a broader, non-specialist audience. As such, readers 
from various backgrounds, including journalists, practi-
tioners, and policymakers, can understand and engage 
with the research findings. Bridging the gap between 
researchers and the public can encourage informed discus-
sions and potentially enhance trust in the research 
process.33

3) Increase readability: Providing summaries at a literacy 
level accessible to the public ensures that the content is 
understandable to a broader audience. Following the 
American Medical Association’s recommendation on the 
readability of educational materials, we instructed 
ChatGPT to generate lay summaries at a sixth-grade read-
ing level, ensuring that they can be easily understood by 
the general public.34

4) Retain salient information and 5. Emphasize practical 
importance: Scientific abstracts generally consist of four 
key elements: purpose, methods, results, and conclusion. 
Therefore, we specifically instructed ChatGPT to high-
light these components to help readers gain a holistic 
understanding of the study, including why the study was 
conducted, what was studied, and how. In addition, we 
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wanted the model to emphasize the meaning of the study 
to help readers understand its practical relevance, as com-
prehending the tangible benefits of research findings can 
help inform evidence-based decision-making and increase 
public engagement.4–7

Based on these design principles, we designed two prompts 
(Table 1). Prompt A: “Summarize this abstract under 200 
words in lay language at a 6th grade reading level, highlighting 
the study purpose, methods, key findings, and practical impor-
tance of these findings for the general public.” Prompt B was 
the same as A except the word limit was reduced to 100.

Lay summary generation
We obtained the list of 657 PubMed IDs associated with pub-
lished abstracts on ResearchMatch (as of October 2023). The 
abstracts spanned a wide range of topics, including clinical 
studies, basic science research, informatics and engineering, 
among others. We used the National Center for Biotechnol-
ogy Information’s Entrez Programming Utilities API and 
retrieved the abstracts from the PubMed database. We 
accessed OpenAI’s ChatGPT 4 using its API (model ¼ “gpt- 
4-0613”) on November 30 and December 1, 2023. 
ChatGPT’s temperature parameter, which ranges between 0 
and 1, controls the degree of variability in the model’s out-
put, with lower values corresponding to more deterministic 
results. Therefore, we set the temperature to 0, ensuring that 
the model chose the most likely word or token in its response 
for reproducibility. We generated two sets of lay summaries, 
one for Prompt A and another for Prompt B.

Prompt evaluation and selection
Chain-of-thought ChatGPT self-evaluation. After the lay 
summaries were generated, we prompted ChatGPT to gener-
ate a chain-of-thought reasoning process to determine 
whether each lay summary was supported by the original 

abstract.35 The goal was to guide ChatGPT to perform a self- 
evaluation and detect potential errors prior to human review. 
A summary of our approach is shown in Figure 2. To imple-
ment chain-of-thought prompting, we provided ChatGPT 
with example sets of summarized abstracts and guided the 
model to check the accuracy of the lay summary. We pro-
vided three example summaries as input: a summary that 
contradicts the abstract, a summary that contains an unsup-
ported statement, and an accurate summary. Next, we 
prompted ChatGPT to check the actual lay summary against 
the original abstract. The final output was a Boolean value 
(True/False) indicating whether the lay summary was 
accurate.

Human evaluation. In addition to ChatGPT’s self- 
evaluation, human reviewers evaluated the lay summaries 
across five dimensions: accuracy, relevance, accessibility, 
transparency, and harmfulness. We chose these dimensions 
because they captured key aspects of lay summaries, allowing 
flexibility in expression, context sensitivity, and focus on spe-
cific content for a lay audience. Reviewers also assessed the 
lay summaries based on four of the five core design principles 
outlined in Table 1. Specifically, they were asked which of 
the two summaries (A vs B) was better at reducing technical 
jargon, easier to read, retaining salient information, and 
emphasizing the practical importance of the research. We did 
not ask reviewers to evaluate succinctness, as Summary B 
was always shorter than Summary A by design (ie, under 100 
words vs 200 words). Our evaluation study was approved by 
the Vanderbilt Institutional Review Board as exempt research 
(IRB #231679).

Human evaluation—researchers. From November 22, 
2023 to January 31, 2024, we used convenience sampling to 
select five researchers with complementary backgrounds in 
medicine, biostatistics, informatics, medical anthropology, 
and psychology to conduct the evaluation study. All 

Figure 1. Overview of study.
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researchers have experience in the recruitment and retention 
of diverse participants for research studies, including com-
munity engagement and developing educational resources for 
diverse populations. Each lay summary was independently 
evaluated by two researchers, and disagreements were adjudi-
cated and resolved by a third researcher. For each summary 
sentence, researchers evaluated three dimensions: (1) accu-
racy (ie, whether the sentence was supported by or could be 
inferred from the original abstract—Yes/No), (2) relevance 
(ie, whether the sentence provided relevant information 
about the study purpose, methods, results, or significance of 
those results—Yes/No), and (3) harmfulness (ie, whether the 
sentence contained misinformation that could impact partici-
pants negatively, eg, engage in harmful behavior, increase 
research mistrust—Yes/No).

Human evaluation—volunteers. From January 23 to Feb-
ruary 29, 2024, we surveyed volunteers about their percep-
tion of the lay summaries. ResearchMatch volunteers over 
the age of 18 were eligible. Between January 23 and February 

19, we contacted eligible volunteers who expressed interest in 
our study using ResearchMatch’s recruitment mechanism. 
Volunteers were given two weeks to fill out a 10-min secure 
REDCap36 survey, and those who completed the survey 
received a $5 Amazon gift card. In the survey, volunteers 
were asked to compare ChatGPT-generated lay summaries 
with the original abstract across three dimensions: (1) accessi-
bility (ie, which one was more understandable—abstract vs 
summary), (2) transparency (ie, which one communicated the 
research in a more transparent manner—abstract vs sum-
mary), and (3) harmfulness. In addition, volunteers were 
asked to provide demographic information, including gender, 
age, race, ethnicity, and highest level of education completed.

Statistical analysis. We used precision analysis and adap-
tive random sampling to determine the number of abstracts 
to evaluate. Specifically, we calculated the statistical precision 
for five measures: (1) accuracy (proportion of accurate sen-
tences), (2) relevance (proportion of relevant sentences), (3) 
accessibility (proportion of lay summaries that were more 

Table 1. Summary of design principles, rationale, and prompts.

elanoitaRelpicnirPngiseD

1.  

2.  

3.  

4.  

5.  

Prompts (Color-coded by Design Principle)

A. Summarize this abstract under 200 words in lay language at a 6th grade 
reading level, highlighting the study purpose, methods, key findings, and 
practical importance of these findings for the general public.  

B. Summarize this abstract under 100 words in lay language at a 6th grade 
reading level, highlighting the study purpose, methods, key findings, and 
practical importance of these findings for the general public. 

Promote succinctness 

Reduce technical jargon 

Increase readability 

Retain salient information 

Emphasize practical importance 

Distill the abstract to its most 
essential elements to ensure that 
readers can quickly grasp the key 
points

Bridge the communication gap 
between researchers and the 
public to help non-specialist 
readers better understand and 
engage with the research findings

Ensure the summary is written at 
a literacy level accessible to the 
public

Foster a deeper understanding of 
the research by providing a holistic 
overview of key information

Create a connection between 
study findings and real-world 
applications to increase reader 
engagement
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understandable than the original abstract), (4) transparency 
(proportion of lay summaries that communicated the 
research in a more transparent manner), and (5) harmfulness 
(proportion of sentences or lay summaries that were harm-
ful). We randomly selected one of the 657 abstracts to evalu-
ate until the half width of the 95% confidence interval (CI) 
around these measures was less than a pre-determined thresh-
old to guarantee a high level of precision. Because all five 
measures were binary, we calculated the CIs based on a bino-
mial distribution. Our target half-widths were ≤5% for accu-
racy, relevance, and harmfulness, and ≤15% for accessibility 
and transparency. We chose a more stringent half-width (ie, 
higher precision) for the first three measures because they 
were crucial in maintaining the integrity of the original 
abstract. To achieve our target of ≤5%, assuming a worst- 
case scenario of 0.5 for the proportion, the estimated number 
of sentences we needed to evaluate was 381. For accessibility 
and transparency, on the other hand, we accounted for a 
higher degree of variability, as both measures were subjective 
and may vary widely depending on demographic factors (eg, 
education level). To achieve our target of ≤15%, assuming 
0.5 for the proportion, the estimated number of lay summa-
ries participants needed to evaluate was 39.

After all evaluations were completed, we used one-sample 
tests of binomial proportion to assess whether accuracy and 
relevance were > 90% at a significance threshold of .05. 
Conversely, we assessed harmfulness for <10%. We assessed 
whether the majority of volunteers perceived the lay summa-
ries as more accessible and transparent. To choose the final 
prompt, we used two-sample, one-sided tests for equality of 
proportions comparing Summary A versus Summary B across 
the five measures at the .05 level. If both summaries per-
formed similarly, we compared them based on preferences 
for the four design principles. All statistical analyses were 
performed using R v4.3.3.37

Implementation on ResearchMatch
Implementing ChatGPT-generated lay summaries on Research-
Match was approved by the Vanderbilt Institutional Review 
Board (IRB #090207). For full transparency, we informed 
ResearchMatch liaisons and registered researchers about the 
planned update in a newsletter prior to implementation. We 
expanded ResearchMatch’s technical pipeline to incorporate 
automated generation and storage of ChatGPT-generated lay 
summaries. Specifically, published abstracts were programmati-
cally sent from the ResearchMatch server to a private OpenAI 

Figure 2. Overview of chain-of-thought prompting.
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deployment through its API via an HTTP request. This allowed 
us to interact with the Chat Completion function, which gener-
ated a lay summary of the abstract based on the final prompt. 
The summary was then returned to ResearchMatch through 
the HTTP request and stored in a database used to populate 
the “Study Findings” page. This process is repeated on a daily 
basis to automatically update the page with new published 
abstracts and lay summaries.

To inform users about the potential limitations of 
ChatGPT-generated summaries, we included a disclaimer on 
ResearchMatch, stating that “this summary service is experi-
mental and automatically generated using AI technology. 
Please speak with your medical care provider before using 
any information on this site to inform your health care.” In 
addition, we provided an open channel of communication 
that allows users to connect with the ResearchMatch team 

Figure 3. Example of abstract and lay summary on ResearchMatch.

Table 2. Researcher and volunteer evaluation results.

% of sentences [95% CI]

Researcher evaluation Summary A (N¼ 303 sentences) Summary B (N¼192 sentences) P valuea

Accuracy 97.7 [95.3, 98.9] 95.9 [92.1, 97.9] .20
Relevance 98.2 [96.0, 99.2] 96.2 [92.4, 98.1] .14
Harmfulness 0 [0, 1.3] 0 [0, 2.0] NA

% of preferred summary [95% CI]

Researcher preference Summary A (N 5 33 summaries) Summary B (N 5 33 summaries) P value

Reduce technical jargon 10.1 [2.88, 26.7] 89.9 [73.3, 97.1] <.001
Easier to read 8.1 [1.90, 24.2] 91.9 [75.8, 98.1] <.001
Retain salient information 91.4 [75.2, 97.9] 8.6 [2.13, 24.8] <.001
Emphasize practical importance 53.5 [35.7, 70.6] 46.6 [29.4, 64.3] .37

% of summaries [95% CI]

Volunteer evaluation Summary A (N 5 34 summaries) Summary B (N 5 34 summaries) P value

Accessibility 82.4 [66.5, 91.7] 85.3 [69.9, 93.6] .5
Transparency 70.6 [53.8, 83.2] 73.5 [56.9, 85.4] .5
Harmfulness 0 [6.23e−18, 10] 0 [6.23e−18, 10] NA

% of preferred summary [95% CI]

Volunteer preference Summary A (N 5 34 summaries) Summary B (N 5 34 summaries) P value

Reduce technical jargon 38.2 [22.7, 56.4] 61.8 [43.6, 77.3] .045
Easier to read 32.4 [18.0, 50.6] 67.6 [49.4, 82.0] .0038
Retain salient information 82.4 [64.8, 92.6] 17.6 [7.39, 35.2] <.001
Emphasize practical importance 55.9 [38.1, 72.4] 44.1 [27.6, 61.9] .23

a P based on two-sample, one-sided test of equal proportions at the .05 significance level
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via email about any platform-related concerns. Figure 3 
shows an example of a published abstract38 and ChatGPT- 
generated lay summary on ResearchMatch. The implementa-
tion of over 750 lay summaries on the platform went live on 
May 1, 2024.

Results
Researchers’ evaluation for accuracy, relevance, 
and harmfulness
Table 2 provides a summary of the evaluation results. Based 
on adaptive random sampling, we reached the target preci-
sion level for accuracy, relevance, and harmfulness after eval-
uating 303 sentences from Summary A and 192 from 
Summary B (ie, 33 total abstracts). The inter-evaluator- 
agreement F1 scores were 0.97, 0.99, and 0.99 for accuracy, 
relevance, and harmfulness, respectively, indicating a high 
degree of between-evaluator agreement. ChatGPT’s chain-of- 
thought self evaluation did not flag any lay summaries as 
erroneous. According to researcher review, Summary A had 
an accuracy of 97.7% (95% CI, 95.3–98.9) and Summary B 
95.9% (95% CI, 92.1–97.9). Based on one-sample tests of 
proportion, both were significantly higher than 90% accu-
racy (P value < .001 for Summary A and P value¼ .004 for 
Summary B). For relevance, Summaries A and B achieved 
98.2% (95% CI, 96.0–99.2) and 96.2% (95% CI, 92.4– 
98.1), respectively, and both were significantly higher than 
90% (P value < .001 and P value¼ .003, respectively). 
Researchers did not mark any sentences as harmful for either 
Summary A or B. There was no statistically significant differ-
ence between Summary A and Summary B based on accuracy, 
relevance, or harmfulness. Researchers did not identify any 
accurate sentences that collectively misconstrued the original 
abstract. For the four design principles assessed, researchers 
felt that Summary B was better at reducing technical jargon 
(P value < .001) and easier to read (P value < .001); Sum-
mary A, on the other hand, was better at retaining salient 
information (P value < .001).

In free text, researchers provided reasons for marking sen-
tences as inaccurate. Overall, none of the inaccuracies were 
deemed harmful. These benign inaccuracies can be broadly 
divided into two categories. First, ChatGPT could make an 
incorrect extrapolation when information provided in the 
original abstract was open for interpretation. For example, in 
the abstract by Yang et al.,39 the authors stated that 
“smokers . . . were randomized to either the extinction or 
control condition.” The ChatGPT-generated summary stated 
that “half the smokers were [assigned to the extinction condi-
tion] and half [to the control condition].” In this case, 
“randomized to either [condition]” in the original abstract 
does not necessarily mean 1:1 allocation. Second, when sim-
plifying technical jargon, ChatGPT may choose words or 
phrases that do not completely capture nuances in the origi-
nal writing. For example, in the study by Stevenson et al.,40

the authors tested differences in audiovisual speech integra-
tion among children using the McGurk effect, a perceptual 
phenomenon where auditory and visual signals create a fused 
percept. When explaining the McGurk effect in lay language, 
ChatGPT stated that the effect “shows how our brains mix 
up what we hear and see.” Here, researchers felt that the 
phrase “mix up” did not completely reflect the “fused” or 
interactive effect from the original abstract.

Volunteers’ evaluation for accessibility, 
transparency, and harmfulness
Based on adaptive random sampling, we reached the target 
precision level for accessibility, transparency, and harmful-
ness after evaluating 34 lay summaries. A total of 34 volun-
teers participated in our study; each volunteer evaluated a 
pair of lay summaries (A and B) for a single abstract. Overall, 
82.4% of volunteers (95% CI, 66.5–91.7) perceived Sum-
mary A as being more accessible than the original abstract (P 
value < .001) and 85.3% of volunteers (95% CI, 69.9–93.6) 
Summary B (P value < .001). For transparency, 70.6% (95% 
CI, 53.8–83.2; P value¼ .026) and 73.5% (95% CI, 56.9– 
85.4; P value¼ .01) of volunteers perceived Summary A and 
Summary B, respectively, as having communicated the 
research in a more transparent manner than the original 
abstract. The volunteers did not flag any summaries as harm-
ful. There was no statistically significant difference between 
Summary A and Summary B based on accessibility, transpar-
ency, or harmfulness. For the four design principles assessed, 
volunteers felt that Summary B was better at reducing techni-
cal jargon (P value¼ .045) and easier to read (P val-
ue¼ .0038); Summary A, on the other hand, performed 
better at retaining salient information (P value < .001).  
Table 3 shows a summary of the volunteers’ demographic 
information. The majority of volunteers (70.6%) were 
women, white (52.9%), college graduates or above (64.6%), 
and the median age was 37 years.

Selecting the final prompt
Because both Summary A and B performed similarly in terms 
of accuracy, relevance, accessibility, transparency, and 

Table 3. Summary of self-reported demographic information.

Volunteers  
(N¼34)

Gender
Man 9 (26.5%)
Woman 24 (70.6%)
Non-binary 0 (0%)
Transgender 0 (0%)
None of the above 0 (0%)
Prefer not to answer 1 (3%)

Age in years 37 [27]
Race and ethnicity

American Indian or Alaska Native 0 (0%)
Asian 5 (14.7%)
Black, African American, or African 6 (17.6%)
Hispanic, Latino, or Spanish 2 (5.9%)
Middle Eastern or North African 2 (5.9%)
Native Hawaiian or other Pacific Islander 1 (3%)
White 18 (52.9%)
None of the above 0 (0%)
Prefer not to answer 0 (0%)

Highest level of education attained
Below Grade 11 0 (0%)
Grade 12 or GED (high school graduate) 4 (11.8%)
1–3 years after high school (some college, 
Associate’s degree, or technical school)

7 (20.6%)

College 4 years or more (College graduate) 15 (44%)
Advanced degree (Master’s, Doctorate, etc) 7 (20.6%)
Prefer not to answer 1 (3%)

N is the total sample size. For continuous variables, median [interquartile 
range] is reported. For categorical variables, frequencies are followed by 
proportions.
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harmfulness (ie, no statistical difference), we chose to imple-
ment the summary based on researchers’ and volunteers’ 
preference on the five design principles. Both summaries per-
formed similarly at emphasizing the practical importance of 
the research finding. While Summary A did better at retaining 
salient information from the original abstract, Summary B 
was more succinct, did better at reducing technical jargon, 
and was easier to read according to both researchers and vol-
unteers. These results were statistically significant at the .05 
level. Therefore, we chose to implement the summaries gener-
ated using Prompt B on ResearchMatch.

Discussion
Our study demonstrates the potential of leveraging LLMs 
like ChatGPT to generate lay summaries of scientific 
abstracts and implementing them on a national recruitment 
registry to return aggregate study results at scale. Overall, 
ChatGPT-generated summaries achieved over 95% accuracy 
and relevance based on researcher review, and over 80% and 
70% of volunteers perceived them as more accessible and 
transparent than the original abstract, respectively. Though 
the length of a summary directly influenced detail retention, 
with the longer summary being better at preserving key infor-
mation, the shorter summary still maintained a high level of 
accuracy without leading to harmful misinterpretations.

While previous studies explored the potential of leveraging 
LLMs to assist in scientific communication,18,41–43 our work 
is the first to rigorously assess and implement LLM-generated 
lay summaries for returning aggregate study results at scale. 
Partnering with researchers and volunteers to evaluate these 
summaries across complementary dimensions, including 
accuracy, relevance, accessibility, transparency, and harmful-
ness, not only helps ensure the quality and reliability of the 
lay summaries, but also highlights the potential of LLM- 
generated lay summaries to promote trust in healthcare 
research. Implementing lay summaries on a national study 
recruitment platform like ResearchMatch has important 
implications for research engagement and participation. Spe-
cifically, this may help potential participants better under-
stand the purpose, processes, and benefits of existing studies 
that have resulted from the platform’s recruitment mecha-
nism and lead to increased participation. Our approach offers 
a scalable framework that can be extended to broader plat-
forms, such as health information systems and clinical trial 
registries, to enhance participant engagement and foster 
greater transparency, trust, and inclusivity in healthcare 
research. Future work includes assessing public uptake and 
performing real-time evaluation of utility when users click on 
the AI-generated summaries.

A potential limitation is that the volunteers in our study 
were recruited from ResearchMatch, which has a self- 
selected population that is highly educated (>82% of volun-
teers are college graduates), predominantly White (71%), 
and majority women (65%). As such, this may limit the gen-
eralizability of our findings. Despite this, 47% of the volun-
teers in this study were from marginalized racial and ethnic 
groups, and 32% were not college graduates. To diversify 
our sample, a promising strategy is to leverage adaptive sam-
pling techniques based on demographic characteristics and 
educational levels to ensure a broader representation in 
future studies. It is noteworthy that several volunteers who 
were highly educated (ie, Master’s degree or above) expressed 

that the ChatGPT-generated summaries were too simplistic, 
stating that they “almost read like a fourth-grade assign-
ment.” This sentiment highlights the challenge of creating lay 
summaries that meet the needs of diverse audiences, as 
highly-educated individuals who are accustomed to reading 
technical abstracts may perceive straightforward explana-
tions as overly simplistic. To this end, we provide both the 
original abstract and lay summary on ResearchMatch. It is 
important to note that while we selected the final prompt 
based on preference across the design principles, readers may 
not weigh each principle equally, as some may value depth 
over brevity. Another potential limitation is that summaries 
are currently provided in English. Future work includes trans-
lating them into multiple languages to increase accessibility 
and engagement with non-English speaking populations. 
Though our study primarily focused on creating clear and 
engaging summaries for a lay audience, we recognize that 
research studies can vary widely in their objectives and meth-
odologies. To this end, it may be more straightforward to 
generate relevant lay summaries for clinical studies compared 
to basic science research. In addition to the AI-generated 
summaries, providing additional background information or 
context can enable the general public to make well-informed 
conclusions and further engage with the research summaries. 
Incorporating this into our methodology will be a valuable 
focus for future work.

Enhancing understanding and transparency is essential for 
building trust and inclusivity in the research process. While 
artificial intelligence offers promising opportunities for com-
municating scientific findings to a wide audience, it is crucial 
to rigorously evaluate these models to ensure the integrity 
and reliability of their output.
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