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Abstract

Study Design: Retrospective cohort.

Objective: Billing and coding-related administrative tasks are a major source of healthcare expenditure in the United States.
We aim to show that a second-iteration Natural Language Processing (NLP) machine learning algorithm, XLNet, can automate
the generation of CPT codes from operative notes in ACDF, PCDF, and CDA procedures.

Methods: We collected 922 operative notes from patients who underwent ACDF, PCDF, or CDA from 2015 to 2020 and
included CPT codes generated by the billing code department. We trained XLNet, a generalized autoregressive pretraining
method, on this dataset and tested its performance by calculating AUROC and AUPRC.

Results: The performance of the model approached human accuracy. Trial 1 (ACDF) achieved an AUROC of .82 (range: .48-.93),
an AUPRC of .81 (range: .45-.97), and class-by-class accuracy of 77% (range: 34%-91%); trial 2 (PCDF) achieved an AUROC of .83
(.44-.94), an AUPRC of .70 (.45-.96), and class-by-class accuracy of 71% (42%-93%); trial 3 (ACDF and CDA) achieved an AUROC
of .95 (.68-.99), an AUPRC of .91 (.56-.98), and class-by-class accuracy of 87% (63%-99%); trial 4 (ACDF, PCDF, CDA) achieved an
AUROC of .95 (.76-.99), an AUPRC of .84 (.49-.99), and class-by-class accuracy of 88% (70%-99%).

Conclusions:We show that the XLNet model can be successfully applied to orthopedic surgeon’s operative notes to generate
CPT billing codes. As NLP models as a whole continue to improve, billing can be greatly augmented with artificial intelligence
assisted generation of CPT billing codes which will help minimize error and promote standardization in the process.
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Introduction

Administrative tasks are a major source of financial and labor
burden across healthcare systems in the United States. These
are estimated to account for up to 15%-25% of national
healthcare expenditure, amounting to nearly $1 trillion dollars
annually.1 As healthcare costs continue to rise, it will be
essential for healthcare institutions to optimize financial re-
sources and reduce wasteful spending. Among healthcare
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administration, billing and coding related tasks are one of the
primary drivers of expenditure. This primarily revolves
around the accurate characterization of services, outcomes and
reimbursement through Current Procedural Terminology
(CPT) codes.

The CPT system was developed by the American Medical
Association to provide a standard language and methodology
for coding medical procedures to streamline communication
across healthcare providers. The six-digit codes are assigned
to relay all components of an undertaken surgical intervention;
issues can arise when the same procedure has more than one
CPT code. For example, a multi-level fusion procedure will
have more CPT codes based off of the number of levels fused
and what devices or techniques were used.

One technique that may help optimize this process is
Natural Language Processing (NLP). NLP is a sub-domain of
machine learning focused on the analysis of free-text. The
technique has garnered significant interest in clinical medicine
owing to the vast quantity of medical documentation, ap-
proximately 80% of which is in the form of unstructured text.2

We previously developed a robust machine learning model to
generate automated CPTcodes in spine surgery to near-human
accuracy using random forest and deep learning models.3 We
now present a second iteration using a newer and more
powerful model called XLNet, a bidirectional Long Short-
Term Memory (LSTM) model that outperformed the previous
best model on almost all of the basic NLP tasks, including
sentiment analysis and question answering.4 The strength of
this model comes from the amount of semantic information it
can pull from a piece of text. Our objective is to show that
XLNet can successfully automate the generation of CPTcodes
from operative notes in ACDF, PCDF, and CDA procedures.

Methods

Study Design and Setting

This study is a retrospective cohort study. We used a single
natural language processingmodel (XLNet) to predict CPTcodes
from billing note data. All ethical regulations and concerns for
patients’ privacy were followed during this study. The IRB
approved the present study and granted waiver for consent of
patient data. The protocol number is AAAS8683.

Participants and Data Sources

922 operative notes were collected from patients who either
underwent elective Anterior Cervical Discectomy and Fusion
(ACDF) (n = 389), Posterior Cervical Decompression and
Fusion (PCDF) (n = 223), combined PCDF and ACDF ap-
proach (n = 158), or Cervical Disc Arthroplasty (CDA) (n =
152) from 2015 to 2020 written by three spine surgeons.

CPTcodeswere generated by the billing code department. This
served as our gold standard dataset with which to compare the
accuracy of our model. Identifying information was removed and

the operative notes and labels (the associated CPT codes) were
entered into our dataset.

Model Design and Data Cleaning

Preprocessing in the form of removing stop words, words that
have little semantic value such as “and” and “the,” and lemma-
tization (standardizing variations of the same word by grouping
them via replacing plural forms etc.), was performed using the
Natural Language Toolkit (NLTK) python package,5 and CPT
codes with less than 50 operative notes were removed from the
labels.

XLNet is a generalized autoregressive pretraining method
that has managed to outperform the previous top performing
model, BERT, in most of the basic NLP tasks. It functions by
first generating a deep representation of the operative note. A
bi-directional Long Short-TermMemory (LSTM) layer is then
applied to develop a sense of sequential data within the op-
erative note.

XLNet is pre-trained on a plethora of common NLP corpuses
such as Wikipedia and BookCorpus. However, these are in-
credibly generalized and would perform poorly if used on such
specific tasks. As a result, we needed to fine-tune ourmodel on our
operative note dataset.

Data was randomized with a train-validation set of 70% and a
blinded test set of 30%. A grid search was performed to optimize
the hyperparameters. We included batch size (of 8, 16, 32, 48, and
64 notes), learning rate (of 1e-2, 1e-3, 2e-3, 3e-3, 1e-4, and 1e-5),
and epochs (of 5, 10, and 15). All trials were run with 5-fold cross
validation. We found a batch size of 48, learning rate of 1e-5, and
epochs of 10 performed the best.

The base sized XLNet model was fine-tuned on this data
and used to generate CPT codes which were compared with
our department generated codes.

Statistical Analysis

Our data was analyzed using the XLNet library, NLTK library,
Numpy, and Pandas.4,5 All analyses were performed using
Python 3.8.9.

We measured our model’s performance using a receiver-
operating characteristic analysis and calculating the area under
the receiver-operating curve. The area under the receiver-
operating curve tells how much a model is capable of dis-
tinguishing between classes. Additionally, in the case where
you have a situation with a mix of common CPT codes and
uncommon CPT codes, predictive algorithms that maintain
good positive predictive value without sacrificing sensitivity
are challenging to develop. To evaluate this, areas under the
precision-recall curves were generated.

Four trials were performed on our dataset: one with ACDF
operative notes only (n = 389), another with PCDF notes only
(n = 223), one with ACDF and CDA notes (n = 541), and one
with all the operative notes (ACDF only, PCDF only, CDA
only, and combined PCDF and ACDF) we collected (n = 922).
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Our results were measured using three metrics:

1. Accuracy - This was reported as a percentage from 0-
100% for each CPTcode included in the trial, as well as an
average accuracy. This is simply how often the model was
able to correctly predict that a specific CPTcode should be
assigned to an operative note. This cannot be the only
metric used to evaluate a machine learning model, how-
ever, since it is limited by the nature of the data itself. For
example, in a case where 90% of the data is ACDF op-
erative notes and the other 10% are CDA operative notes,
themodel can achieve 90% accuracy by incorrectly adding
ACDF CPT codes to 100% of the notes.

2. Area Under the Receiver-Operating Curve (AUROC) -
This was reported as an averaged score from 0 to 1 across
all CPT codes, where a higher score represents a better
ability to differentiate between the presence or absence of a
CPT code in a given operative note (whereas accuracy
simply tells us how good the model is at detecting the
presence of a CPT code).

3. Area Under the Precision Recall curve - This was also
reported as a score from 0 to 1. A high score here indicates

that themodel has both good precision and recall. Precision
is a representation of quality, measuring how many more
relevant predictions were made compared to irrelevant.
Recall represents quantity, measuring how many predic-
tions were relevant in total. In this case, a model with high
precision will return few CPT codes for a given operative
note but most will be correct, whereas a model with high
recall will return many CPT codes for a given operative
note but many may be incorrect. Therefore, a high scoring
model will return many results, and most will be correct.

Heatmap Generation

Data was visualized using an attention heatmap with a darker
red color corresponding to greater attention being placed on the
word. Attention matrices for specific operative notes were
pulled from the model and normalized to generate these figures.

Results

Trial 1 - ACDF Operative Notes Only

389 operative notes were collected of patients who under-
went elective ACDF procedures. The overall AUROC

Figure 1. Performance of fine-tuned XLNet model on ACDF clinical operative notes only. (A) AUROC and precision recall. (B) Accuracy by
CPT Code. (C) Attention heat map.
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score was .82 (range: .48-.93), and the 2-class precision-
recall average precision was .81 (range: .45-.97) (Figure
1A). The average class-by-class accuracy was 77% (range:
34%-91%) for the generated CPT codes (Figure 1B). Data
was visualized using an attention heatmap with a darker red
color corresponding to greater attention being placed on the
word (Figure 1C).

Trial 2 - PCDF Operative Notes Only

223 PCDF operative notes were collected and analyzed. The
overall AUROC score was .83 (range: .44-.94), and the 2-
class precision-recall average precision was .70 (range: .45-
.96) (Figure 2A). The average class-by-class accuracy was
71% (range: 42%-93%) for the generated CPT codes
(Figure 2B).

Trial 3 - ACDF and CDA Operative Notes

A total of 541 ACDF and CDA Operative Notes were collected
for this trial. The overall AUROC score was .95 (range: .68-.99),
and the average area under the 2-class precision-recall curve was
.91 (range: .56-.98) (Figure 3A). The average class-by-class
accuracy was 87% (range: 63%-99%) for the generated CPT
codes (Figure 3B).

Trial 4 - All Operative Notes

A total of 922 ACDF, PCDF, and CDA Operative Notes
were collected for this trial. The overall AUROC score was .95
(range: .76-.99), and the average area under the 2-class
precision-recall curve was .84 (range: .49-.99) (Figure 4A).
The average class-by-class accuracy was 88% (range: 70%-
99%) for the generated CPT codes (Figures 4B and 5).

Figure 2. Performance of fine-tuned XLNet model on PCDF clinical operative notes only. (A) AUROC and precision recall. (B) Accuracy by
CPT Code. (C) Attention heat map.
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Discussion

Summary, Background, Significance

In this study, we developed and validated a machine learning
model for the automated generation of CPT codes for not only
ACDF, but also PCDF and CDA procedures. This study repre-
sents the second iteration of our previous pilot study, which only
looked at ACDF CPT codes and used a random forest with a bag
of words approach and LSTMmodel. Key points of improvement
include the use of a more recent and advanced algorithm and the
inclusion of PCDF and CDA. Overall, the XLNet model dem-
onstrated higher performance and was broadened to include
posterior fusion and cervical disc replacement.

Healthcare costs continue to rise annually, placing significant
financial strain upon hospitals and provider groups across the
United States. Efforts to control costs have seen the rise of value-
based reimbursement models, which incentivize efficient resource
utilization over volume. It will be imperative for medical insti-
tutions to optimize all parts of the healthcare delivery process.
Approximately 62%of administrative-related costs are attributable
to billing and coding.6,7 Some estimates suggest that it may

consume up to 14% of revenue for a physician group and thus
represents a significant portion of overhead costs.8 The cost of
these tasks is particularly high in the United States when com-
paring globally. One study by Morra et al showed that US
physicians spent nearly 4 times more in billing and administration
related tasks than corresponding Canadian physicians.9 With
comparable administrative costs to Canada, the authors estimated
an annual savings of $27.6 billion in the United States.9 Auto-
mation can lessen the required number of support staff, leading to
reduced labor costs. Moreover, automated generation of CPT
codes can also help with improving coding accuracy and reduce
error rates. Inaccuracies in billing can lead to lost revenue (ie:
downcoding) or potentially fraudulent claims (ie: upcoding).
According to the Centers of Medicaid and Medicare services
(CMS), $95 billion issued payments were related to fraudulent
billing in 2016.10,11 An automated algorithm can serve as a second
layer of reinforcement against miscoding.

Research into the application of machine learning for
automated code generation is a recent undertaking in the
medical field with few studies conducted on the topic. To the
authors’ knowledge, ours is the second study demonstrating
the use of machine learning for orthopedic surgery CPT code

Figure 3. Performance of fine-tuned XLNet model on ACDF and CDA clinical operative notes only. (A) AUROC and precision recall. (B)
Accuracy by CPT Code. (C) Attention heat map.
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generation through operative notes, and the first to use an
advanced NLP model such as XLNet. Two previous studies
have applied natural language processing machine learning
algorithms to CPTcode generation via pathology reports12 and
electronic health data.13 Levy et al reported high accuracy of
CPT generation from pathology reports using the XGBoost
and BERT models and 5 primary CPT codes12 while Burns
et al reported good accuracy of CPT generation from elec-
tronic health records using support vector machines and neural
network label-embedding attentive models and 285 primary
CPT codes.13 We add to this small but growing body of lit-
erature by analyzing an alternative source of CPT code
generation – surgeon operative notes – and using a novel NLP
model – XLNet – with comparable accuracies to the previous
studies.

Model Performance

The model performed well in all the trials, but especially in the
combined ACDF and CDA and all Operative Notes trials,
which had larger datasets and more varied CPT codes. The

lower AUROC and area under the precision recall curves seen
in Trials 1 and 2 is likely due to the model overfitting the data.
Because the data was homogenous, with only one procedure
type being presented, it aligned itself too closely to those points.
This resulted in a failure to generalize properly. However, in
trials 3 and 4, this problem seemed to diminish as we added in
not only more data, but also less homogenous data. The greater
contextual understanding afforded by models such as
XLNet allows it to flourish with tasks such as this.

Words such as “posterior” and “anterior” are given a lot of
attention, which makes sense given how important they would be
when distinguishing between CPT codes. The cervical vertebra
numbers were also given attention as well as the ‘t’ in ‘t1’, likely
because the model would use that to decide when to add the CPT
codes for each additional level after the first level.

Comparison to Previous Model

Compared to our pilot study, we saw important improvements.
The previous long short-term memory (LSTM) model had an
AUROC score of .72 and an area under the precision curve of .44.

Figure 4. Performance of fine-tuned XLNet model on ACDF, PCDF, and CDA clinical operative notes only. (A) AUROC and precision
recall. (B) Accuracy by CPT Code. (C) Attention heat map.
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Compared to the performance of the LSTMmodel for onlyACDF
operative notes, the XLNet model performed much better across
all metrics for all trials. However, when compared to the random
forest with bag-of-words approach, the random forest performed
better by about .1 with an AUROC score of .94 and area under the
precision-recall curve of .85. This is likely due to the problem
discussed previously with overfitting, since we achieve better or
similar scores when there is more data that is more varied.
Moreover, a model such as XLNet utilizes bi-directional LSTM
layers, which take into account the context of words around the
word of interest, and store it in a sort of memory, which is ad-
vantageous when data is heterogenous.

Our results are consistent with or outperform other deep
learning models in code generation from clinical notes.14 The
higher AUROC and area under the precision-recall curve dem-
onstrate that the LSTMmodel performs better when given a larger

dataset. Our use of unstructured operative notes shows that these
models can understand and even perform similarly to humans
when generating billing codes.

Benefits

XLNet has been lauded as the latest and greatest model for un-
derstanding language as it outperforms the previous state-of-the-
art model, BERT.4 Already, XLNet has been shown to outperform
previous models in predicting prolongedmechanical ventilation.15

Unstructured clinical data has great potential compared to current
methods of structuring clinical data, since it allows for a more
holistic overview without loss of data in the process, such as
temporal information. However, the extraction of this unstructured
data is costly, whether in the time it takes a physician or billing
team to sort through it, or the computation cost involved in training
a machine learning model from scratch.

Each physician has their own style of writing notes, so it makes
sense that structured methods of understanding operative notes
would be a poor approach. This is especially true for billing.
Automated generation of billing codes may allow for greater
accuracy and faster billing. NLP models, in particular, are helpful
in discovering fraud, both in prescription and in detecting pro-
tected health information.16,17

Despite our limited sample size, we still managed to find
examples of when the model identified notes that were missing
from the ground truth. For example, in the operative note in
Figure 6, the model correctly identified the CPT code 20936,
which codes for an autograft, that was missed by the billing
department.

Limitations

Amajor limitation of this study was the size of the dataset. When
compared to corpora (large text bodies used to train the XLNet
BaseModel) such as theWikipedia corpus, which has millions of
entries, our sample size of about 900 operative notes is very
limited. This discrepancy is especially seen in the attention
heatmaps, as certain phrases or words like “sterile,” that are
seemingly irrelevant, are given attention that is likely a vestige of
the previous training, since we are only fine-tuning over a few
iterations. These words are also more common in terms of ev-
eryday usage, so the pretrained model is more familiar with them.
Moreover, a more varied dataset gives the model an opportunity
to learn and understand the context of words it may have never
encountered in the previous corpora. We would likely see even
better performance, as more data becomes available. While the
source dataset was already small, we additionally limited the CPT
codes to account for class imbalance in the dataset, such as having
many more common codes, like 22551 for ACDF procedures,
compared to those without or with rarer CPT codes, and we
excluded codes with less than 50 notes. This may have restricted
themodel’s ability to differentiate some of theminutiae which can
be seen in some of the very low accuracies and AUROC scores
for CPT codes that had fewer notes. As such, the model does not

Figure 5. CPT counts across all operative notes.
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incorporate all possible procedure types through the includedCPT
codes. Moreover, the model only has knowledge of specific pre-
selected procedures, and the performance observed here may not
hold for other CPT codes not tested.

Another limitation of our dataset is the lack of available
surgeons’ coding. While we have demonstrated the ability of
XLNet to achieve similar accuracy to human coders with small
error margins, it is likely that significant errors exist among the
human coders themselves. A true measure of the accuracy of
XLNet would compare the generated codes to those of the
surgeons and determine how this error rate compares to that of
human coders and surgeon codes. While such data was not
available to us, our present study still contributes important
results for the future of machine generated coding.

Future studies could benefit from increasing the dataset size by
increasing the number of operative notes or the variability of included

CPTcodes andobtaining surgeon codes for accuracy analysis. Further
limitations arise from the structure of the XLNet model, which is
designed to efficiently ingest unstructured data, butwe did not include
any structured data.An improvedmodel architecture that could ingest
both forms of data would greatly increase the size of the dataset and
could improve the performance of the model. Moreover, our dataset
may be biased, as it comes from a large academic hospital system and
may incur some of the biases involved in such institutions.

Conclusion

Our study of the utility of natural language-processing based
machine-learning techniques for automated CPT coding reveal
promising results, especially given the limitations in dataset size.
The combined ACDF + CDA trial and all operative notes
combined trials achieved results nearing that of human accuracy

Figure 6. Sample operative note with predicted output.
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with AUROC and area under the precision-recall curve values of
.95 and .91 (trial 3) and .95 and .84 (trial 4), respectively. The
success of our early efforts in NLP-ML assisted CPT coding
strongly suggests that future work on these methods may lead to
further enhancements in the accuracy of themodel. Thesemethods
have the potential to greatly reduce the human time costs of
manual CPT coding.
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