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A B S T R A C T

Red ginseng (RG) has been traditionally valued in Northeast Asia for its health-enhancing 
properties. Recent advancements in hyperspectral imaging (HSI) offer a non-destructive, effi
cient, and reliable method to assess critical quality indicators of RG, such as reducing sugar 
content (RSC), water content (WC), and hollow rate (HR). This study developed predictive models 
using HSI technology to monitor these quality indicators over the spectral range of 400–1700 nm. 
Image features were enhanced using Principal Component Analysis (PCA) and Minimum Noise 
Fraction (MNF), followed by classification through Spectral Angle Mapping (SAM). The best- 
performing model for RSC achieved an R2 value of 0.6198 and a root mean square error 
(RMSE) of 0.013. For WC, the optimal model obtained an R2 value of 0.6555 and an RMSE of 
0.014. The spatial distribution of RSC, WC, and HR was effectively visualized, demonstrating the 
potential of HSI for on-site quality control of RG. This study provides a foundation for real-time, 
non-invasive monitoring of RG quality, addressing industry needs for rapid and reliable assess
ment methods.

1. Introduction

Red ginseng (RG), derived from the root of Panax ginseng C.A. Meyer, has been traditionally used since the 17th century, widely 
recognized for its health benefits such as boosting immunity, enhancing mental and physical well-being, and exhibiting antioxidative 
properties [1]. The mild nature and slightly sweet taste of RG have contributed to its popularity. The rising global demand for RG has 
prompted the expansion of P. ginseng cultivation across diverse climates, significantly influencing the quality of RG due to variations 
in temperature, soil, and growth conditions [2]. To standardize RG quality assessment, regulations in China dictate that water content 
(WC) must not exceed 12 %, and reducing sugar content (RSC) must not exceed 30 %. Traditionally, quality evaluation has depended 
on destructive biochemical methods, which, while reliable, are time-consuming, labor-intensive, and costly [3]. Recent advancements 
aim to shift towards non-destructive methods that align with the industry’s needs for efficiency.

Hyperspectral imaging (HSI) has emerged as a revolutionary tool for non-destructive quality evaluation, offering high-resolution, 
wide spectral coverage, and continuous spectral bands that surpass conventional methods in capturing both chemical and physical 

* Corresponding author.
** Corresponding author.

E-mail addresses: wangjiawen1229@163.com (J. Wang), weizcaas@126.com (W. Zhang). 
1 Xueyuan Bai and Yuting You have made equal contributions as the first authors.

Contents lists available at ScienceDirect

Heliyon

journal homepage: www.cell.com/heliyon

https://doi.org/10.1016/j.heliyon.2024.e37919
Received 15 April 2024; Received in revised form 12 September 2024; Accepted 12 September 2024  

Heliyon 10 (2024) e37919 

Available online 14 September 2024 
2405-8440/© 2024 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC license 
( http://creativecommons.org/licenses/by-nc/4.0/ ). 

mailto:wangjiawen1229@163.com
mailto:weizcaas@126.com
www.sciencedirect.com/science/journal/24058440
https://www.cell.com/heliyon
https://doi.org/10.1016/j.heliyon.2024.e37919
https://doi.org/10.1016/j.heliyon.2024.e37919
http://creativecommons.org/licenses/by-nc/4.0/


information of RG [4–6]. Utilizing hyperspectral cameras, high-resolution images can be acquired in the visible, near-infrared 
(VIS-NIR), and short-wave infrared (SWIR) regions, providing comprehensive analysis capabilities. Recent advancements in HSI 
have expanded its applications from traditional uses to innovative monitoring systems, such as flexible Vis-NIR wireless sensors for 
agricultural monitoring, demonstrating its adaptability and potential for rapid quality assessment in diverse settings [7]. Advanced 
methods, such as dynamic index evaluation in remote sensing, have shown effectiveness in enhancing data accuracy and reliability 
under varying environmental conditions, supporting their applicability in real-time RG quality assessments [8].

While HSI has been effectively utilized in agriculture and food industries for tasks such as crop identification [9], pesticide 
detection [10], and freshness assessment [11], its application in traditional Chinese medicine (TCM) is still developing, mainly 
focusing on authenticity verification, content detection, and origin identification [12–19]. Notably, few studies address the simul
taneous monitoring of RSC, WC, and hardness (HR) in RG, highlighting a significant research gap [19]. In assessing the quality of 
traditional medicinal plants, it is crucial to validate innovative approaches that improve efficiency and cost-effectiveness. Recent 
studies highlight the importance of integrating robust machine learning algorithms, such as generative adversarial networks (GANs), 
which enhance spectral data processing by addressing challenges like noise and interference, thereby significantly improving model 
accuracy and robustness [20].

To ensure robust quality control of RG, it is crucial to investigate and validate innovative methods that emphasize efficiency and 
cost-effectiveness. Comparing our HSI-based method with traditional biochemical analyses, we highlight substantial improvements in 
time, labor, and operational costs, positioning HSI as a transformative approach for real-time RG quality assessment [21]. Although the 
initial investment in HSI technology is higher, it proves cost-effective in the long run by reducing waste, operational costs, and allowing 
repeated analyses on the same samples [22]. This approach not only enhances efficiency but also aligns with the industry’s shift to
wards sustainable and non-destructive quality assessment methods.

In the era of AI and big data, integrating "dirty data" from traditional experiments for data augmentation is becoming increasingly 
important. Recent advancements in machine learning, particularly in convolutional neural networks (CNN) and autoencoders, have 
demonstrated substantial accuracy improvements in remote sensing and hyperspectral data analysis [23,24]. Advanced image pro
cessing techniques, such as Spectral Angle Mapping (SAM), Principal Component Analysis (PCA), and Minimum Noise Fraction (MNF), 
were selected to handle HSI data due to their specific advantages and suitability for the analysis, significantly improving model 
robustness and prediction accuracy [25,26]. SAM evaluates spectral similarity by calculating the angle between spectra, making it 
robust against illumination variations and effective in capturing key spectral features related to quality indicators of red ginseng, while 
being well-suited for high-dimensional data analysis. PCA is employed for dimensionality reduction and feature extraction, trans
forming correlated variables into principal components that retain the most significant information, simplifying the modeling process 
and enhancing prediction accuracy. MNF focuses on optimizing the signal-to-noise ratio, effectively separating signal from noise, 
which improves image quality and allows clearer visualization of quality indicators. The combination of these three algorithms ad
dresses the challenges of noise reduction, feature enhancement, and classification in hyperspectral data, ensuring the robustness, 
accuracy, and efficiency of the models, supporting non-destructive and real-time quality control of red ginseng.

The study integrates advanced image processing algorithms with hyperspectral data ranging from 400 to 1700 nm, employing SAM 
to classify prominent characteristics and identify independent variables, aiming to develop predictive models that accurately assess 
RG’s key quality indicators, such as RSC, WC, and HR. The main objectives are to evaluate HSI technology’s feasibility for rapid, non- 
invasive monitoring and develop robust predictive models to enhance RG quality control processes.

Fig. 1. Microscopic CT imaging of red ginseng hollow under different angles of view. (For interpretation of the references to color in this figure 
legend, the reader is referred to the Web version of this article.)
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2. Materials and methods

2.1. Sample preparation

P. ginseng samples were collected in Jingyu County, Baishan City, Jilin Province, China. In order to simulate the red ginseng 
produced under different steaming temperature conditions in the market, the steaming process consisted of 6 cycles, with each cycle 
gradually increasing the steaming time. Specifically, the steaming times for each cycle were as follows: 2 h, 2.5 h, 3 h, 3.5 h, 4 h, and 
4.5 h. During each steaming process, a total of 9 pieces were extracted. After undergoing the steaming process, the RG is subjected to 2 
rounds of drying, first at a temperature of 50 ◦C for a duration of 12 h, followed by an additional 10 h at 55 ◦C. Subsequently, the dried 
RG is placed in a location with ample sunlight and proper ventilation until it reaches a hardened texture. The RSC and WC of each RG 
sample were measured 4 times simultaneously, resulting in a total of 216 data. However, due to the limitations of computer to
mography (CT) scanning (Fig. 1), only a single measurement of HR data was obtained, resulting in a smaller sample size of 54 data.

2.2. Basic data acquisition

2.2.1. Determination of hollow rate (HR) of RG
Two primary factors influence the HR in RG. Firstly, during the growth phase, certain cultivators employ oxytocin to expedite the 

attainment of sales standards and maximize profits. This rapid expansion of P. ginseng volume, however, surpasses the capacity for 
nutrient absorption, resulting in the formation of hollow spaces within the P. ginseng. Another contributing factor is the phenomenon 
of supersaturation of WC in P. ginseng during the steaming process, followed by high temperature and prolonged drying. This rapid 
evaporation of water leads to incongruent rates of internal and external contraction in P. ginseng, ultimately resulting in internal 
hollowness. CT technology is employed for the X-ray tomography of the entire RG, offering the advantages of swift scanning duration 
and high image clarity [27]. The CT scanning parameters encompass a scanning field acquisition of 72 mm, reconstruction visual field 
of 72 mm, standard resolution whole body scanning mode, and a scanning time of 6 min.

2.2.2. Determination of RSC in RG
The determination of RSC in RG was conducted in accordance with the regulations set by the China Drug and Food Administration, 

which stipulates that the content of reducing sugar should not exceed 30 %, using the method of alkaline copper tartrate titration.

2.2.3. Determination of WC in RG
Based on the most recent standard outlined in the Chinese Pharmacopoeia, the permissible WC in RG should not surpass 12 %. In 

this investigation, the WC was assessed using a moisture detector. A 2g sample of RG powder was utilized, and the detection process 
lasted for a duration of 2 min.

2.2.4. Hyperspectral data acquisition
HSI of RG was acquired within the 400–1700 nm range using a hyperspectral CCD camera (GEV-B1923M-TC000, IMPERX). The 

HSI system comprises a hyperspectral camera, 4 halogen lamps, and a data processing center. The entire system is enveloped in an 
opaque black cloth to prevent disturbing influence of stray-light. To ensure image clarity, the distance between the hyperspectral 
camera lens and the platform is set at 30 cm, the electric platform moves at a speed of 3 mm/s, the integration time is 3 ms, and the 
frame rate is 20 frames per second.

2.3. Relative reflectance correction and preprocessing of hyperspectral data

The original spectral data obtained in this study exhibit various issues, including scattering effect, random noise, and system noise, 
which can be attributed to the influence of hyperspectral acquisition instruments and environmental factors [28]. To mitigate the 
background noise and eliminate environmental interference, the approach proposed by Yu Liu [29] is employed to correct the 
reflectance of original spectra with following equation. The relative reflectance (R) of the corrected hyperspectral is determined by the 
DN value of the original spectrum (S). Additionally, the DN value obtained by covering the lens with a lens cover (D) and the DN value 
obtained by using a white reference plate (W), which is approximately 99.99 %, also contribute to the determination of R 
(Appendix Eq. (1)).

The RG hyperspectral image was processed using ENVI5.3 software from Research Systems Company in Boulder, CO, USA. The 
image was cropped and embedded to produce the primary hyperspectral image file. 4 regions of interest were identified for each RG 
sample using the ROI tool. The average spectrum of each ROI was extracted, and the relative reflectivity spectrum was subsequently 
preprocessed using curve smoothing techniques. This preprocessing step aimed to reduce noise and prevent any alteration or loss of 
critical information [30].

2.4. Feature enhancement and band selection of hyperspectral images

PCA and MNF are widely used techniques for enhancing features in hyperspectral data. PCA achieves this by transforming the 
original variables, which may exhibit correlation, into a set of orthogonal variables that are unrelated. The amount of information 
contained in these variables is typically measured by their variance. Consequently, the principal component with the highest variance, 
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referred to as PC1, contains the most information [31]. In contrast, MNF demonstrates efficacy in the segregation of signal and noise 
through the augmentation of signal-to-noise ratio across all bands, thereby ensuring the preservation of spectral and spatial resolution 
[32].

To enhance the efficiency of subsequent modeling, the utilization of PCA and MNF algorithms is employed to enhance the entirety 
of spectral data within the 400–1700 nm range. The outcome of the PCA and MNF processing is visually presented in Fig. 2A and B. The 
ROI spectral curves pertaining to various feature categories are extracted, followed by the application of the SAM algorithm to classify 
the aforementioned selected features. Feature bands exhibiting high standard deviation are chosen, while bands with low standard 
deviation are disregarded as they are deemed invalid, thereby reducing the computational burden associated with subsequent 
modeling.

2.5. Establishment and assessment of regression model

The models for HR, WC, and RSC of RG within the VIS-NIR (400–1000 nm) and SWIR (900–1700 nm) range was established using 
linear regression. The samples were divided into a calibration set and a validation set in a 7:3 proportion. Based on Zornoza’s report 
[33], it is suggested that R2 values ranging from 0.61 to 0.8 signify the suitability of these models for prediction purposes, while R2 

values between 0.81 and 0.9 indicate commendable model performance. Conversely, a smaller Root Mean Square Error (RMSE) value 
that approaches 0 signifies enhanced accuracy of the model. Additionally, the Mean Absolute Percentage Error (MAPE) value should be 
below 20 % and above 0.2 %. However, a large MAPE value suggests a high average fluctuation level within the overall data and an 
uneven data distribution.

3. Results and discussion

3.1. Actual measured data from HR, WC and RSC in RG

In this study, we examined the alterations in HR, WC, and RSC of RG samples during the steaming process (Fig. 2C). The measured 
results revealed that both RSC and WC exhibited a similar pattern of change, reaching their peak at the second steaming for a duration 
of 2.5 h. As the steaming time was prolonged, there was a gradual decrease in both RSC and WC. Conversely, the HR of RG experienced 
a sharp increase between 2 h and 3.5 h of steaming, reaching its maximum at 3.5 h. Subsequently, the HR remained relatively stable 
with minimal fluctuations between 3.5 h and 4.5 h.

Based on the Kennard-Stone (KS) algorithm, as implemented by Wei [34], a total of 216 sample data points were partitioned into a 
calibration set and a validation set, maintaining a 7:3 ratio. It is essential for the calibration set to encompass the content range of the 

Fig. 2. PCA (A) and MNF (B) contrast-enhanced images (red circles represent the relevant alone features), changes in different measured com
ponents at different steaming time points (C). (For interpretation of the references to color in this figure legend, the reader is referred to the Web 
version of this article.)

Table 1 
Statistic data of calibration set and validation set.

Maximum Minimum Average Standard deviation

Calibration Validation Calibration Validation Calibration Validation Calibration Validation

HR 88.54 % ​ 0.00 % ​ 25.88 % ​ 0.25 ​
WC 11.96 % 11.85 % 0.00 % 0.00 % 6.17 % 6.70 % 0.03 0.03
RSC 21.50 % 21.30 % 3.71 % 3.77 % 7.98 % 8.02 % 0.03 0.03
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validation set. Due to the limited availability of HR data samples, no dataset partitioning was conducted for this variable. The statistical 
summary of the calibration and validation sets, including maximum, minimum, average, and standard deviation values, can be found 
in Table 1. The standard deviation for WC and RSC is 0.03, while the standard deviation for hollow fraction is 0.25. From the analysis of 
standard deviation data, it is evident that there is a significant variation in the HR data among different RG samples, whereas the WC 
and RSC exhibit relatively consistent levels.

Table 1 presents the statistical distribution of the calibration and validation datasets used in the study, including the minimum, 
maximum, mean, and standard deviation values for key quality indicators such as reducing sugar content, water content, and hollow 
rate. This detailed analysis provides a clear understanding of the data’s variability and distribution, underscoring the dataset’s 
representativeness and robustness. The information conveyed by Table 1 is essential as it demonstrates that the calibration and 
validation sets encompass a wide range of conditions, simulating real-world variability. This ensures that the developed models are not 
only validated on consistent data but are also capable of accurately predicting quality indicators across diverse sample conditions, 
reinforcing the models’ reliability and practical applicability in red ginseng quality assessment.

3.2. Basic spectral analysis of hyperspectral data

Fig. 3A and B depict the outcomes of applying relative reflectivity correction and curve smoothing to the original spectra. However, 
the preprocessed spectral superposition image exhibits a noticeable reduction in noise and improved stability. To eliminate noise at the 
band’s extremities, spectral data within the 500–900 nm and 1000–1600 nm ranges were selected for subsequent analysis. In Fig. 3A, 
the spectral reflectance within the wavelength range of 500–900 nm exhibits an initial increase followed by a subsequent decrease, 
with a notable absorption peak observed at 680 nm. Conversely, Fig. 3B displays 2 distinct peaks (1118 and 1300 nm) and 2 troughs 
(1200 and 1420 nm) within the wavelength range of 1000–1600 nm. The peak at 1118 nm is potentially associated with the stretching 
vibration of the C-H bond [35], while the peaks at 1300 nm are indicative of the stretching vibration of the O-H bond [36]. In contrast, 
the troughs observed at 1200 nm and 1420 nm primarily arise from the plane bending of the O-H bond [37] and the stretching vi
bration of the N-H bond [38], respectively.

3.3. Characteristic wavelength selection of RG

This study conducts a comparative analysis of 2 distinct feature enhancement techniques, namely PCA and MNF, for the purpose of 
feature enhancement. Subsequently, the standard deviation index of SAM classification outcomes is employed to identify the wave
lengths associated with the extracted features. The findings of the extraction process reveal that PCA yields 10 characteristic wave
lengths in the VIS-NIR region and 12 in the SWIR region, while MNF produces 11 characteristic wavelengths in the VIS-NIR region and 

Fig. 3. Average spectra of RG in VIS-NIR (A) and SWIR (B) range; wavelength selection based on different preprocessed methods VIS-NIR-PCA (C), 
SWIR-PCA (D), VIS-NIR-MNF (E) and SWIR-MNF (F).
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15 in the SWIR region (refer to Fig. 3C–F). In comparison to MNF, PCA selects a reduced number of wavelengths, indicating that the 
characteristic wavelengths chosen using MNF may encompass more noise band information, resulting in a relatively lower accuracy of 
the model. Numerous studies have demonstrated that models incorporating effective wavelengths outperform those incorporating 
noise wavelengths. For instance, Xiao [39] employed PCA to forecast the geographical origin of Radix Astragali using both full 
wavelength and feature wavelength modeling, and the findings clearly indicate that the model based on characteristic wavelengths 
significantly outperforms the prediction outcome of the full wavelength model.

Fig. 3 displays the characteristic wavelengths of various spectral ranges. Notably, the characteristic wavelengths chosen within the 
VIS-NIR range predominantly fall within the 500–750 nm range. Similarly, the characteristic wavelengths selected within the SWIR 
range are primarily concentrated in the 1100–1300 nm range. This can be attributed to the presence of C-H bonds in carbohydrates and 
O-H bonds in water, as previously noted.

3.4. PCA bands selection for the modeling of HR, WC and RSC in RG

Initially, we conducted a pairwise comparison of the feature wavelengths chosen by the SAM classification algorithm. Subse
quently, we examined the relationship between the ratio outcomes and the values of RSC, HR, and WC. The wavelength ratio 
exhibiting stronger correlation coefficients was chosen as the independent variable for constructing a linear regression model. 
Nevertheless, the model failed to achieve the intended discrimination effect due to substantial noise present in the image visualization 
analysis. Hence, the initial selection of the first 10 principal component bands identified through PCA was made for the purpose of 
conducting linear correlation analysis between the ratio of each band and the component content. Similarly, the band ratio exhibiting 
stronger correlation coefficients was chosen as an additional independent variable to construct a linear regression model.

Fig. 4 displays the correlation coefficients between the first 10 PCA bands subsequent to pairwise ratio and each component. A 
higher correlation indicates a greater accuracy in subsequent modeling. In the VIS-NIR region (Fig. 4A), the correlation coefficients of 
b3/b1 exhibit the highest values for RSC and WC, measuring 0.26 and 0.25, respectively. As for HR, the band ratio b3/b2 demonstrates 
the highest correlation coefficient of 0.36. Consequently, within the VIS-NIR region, we ultimately selected b3/b1 as the independent 
variable for the linear regression model of RSC and WC, while b3/b2 was chosen as the independent variable for the linear regression 
model of HR.

Fig. 4. Correlation coefficient between PCA band ratio and RG components.
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In the SWIR region, the band ratios of b3/b2 exhibit the highest correlation coefficients for WC and HR, with values of 0.25 and 
0.31, respectively. Conversely, for RSC, the band ratio of b5/b2 demonstrates the highest correlation coefficient, measuring 0.35. 
Consequently, we have selected b3/b2 as the independent variable for the linear regression model of WC and HR, while b5/b2 serves as 
the independent variable for the linear regression model of RSC.

3.5. Construction and assessment of linear regression models

Several linear regression models were developed to analyze the relevant components of RG by utilizing characteristic wavelength 
and PCA band as independent variables. The evaluation results of the model calibration set and validation set can be found in Table 2. 

Table 2 
Evaluation results of RG related component models.

Spectral range Content Model evaluation PCA MNF

Characteristic wavelength PCA bands (1–10) Characteristic wavelength MNF bands (1–10)

VIS-NIR HR R2 0.2865 0.3028 0.4554 0.1696
WC Rc

2 0.5979 0.6015 0.6183 0.3145
Rv

2 0.643 0.6555 0.4573 0.3151
RMSE 0.012 0.014 0.018 0.013
MAPE 16.6 14.9 18.5 18.7

RSC Rc
2 0.476 0.508 0.5225 0.1773

Rv
2 0.5325 0.4896 0.4749 0.3879

RMSE 0.015 0.016 0.016 0.017
MAPE 16.5 16.5 17.8 17.7

SWIR HR R2 0.4354 0.6184 0.5626 0.5151
WC Rc

2 0.4836 0.4206 0.5745 0.4776
Rv

2 0.404 0.3831 0.5823 0.2877
RMSE 0.015 0.014 0.012 0.016
MAPE 18.4 18 19.3 17.4

RSC Rc
2 0.4884 0.5225 0.5337 0.5003

Rv
2 0.5687 0.6198 0.3213 0.28

RMSE 0.016 0.013 0.014 0.016
MAPE 14.7 16.2 16.3 23.9

Fig. 5. Scatter plots of predicted/measured values of WC (A) and RSC (B), visualization of HR (C), WC (D) and RSC (E).
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In terms of predicting HR and RSC, the SWIR region was identified as the optimal spectral range, and the most accurate prediction 
models were established using the PCA bands. Notably, the R2 value for the top-performing HR model was determined to be 0.6184, 
while the R2, RMSE, and MAPE values for the best RSC model (Fig. 5B) were found to be 0.6198, 0.013, and 16.2 (Table 2), 
respectively.

According to the optimal spectral range for WC prediction for RG (Fig. 5A), VIS-NIR is the optimal range, and the PCA band is used 
as an independent variable to determine the optimal model. The evaluation parameters R2, RMSE, and MRE have values of 0.6555, 
0.014, and 14.9 (Table 2), respectively. Based on comparison, we can conclude that the prediction model established in the MNF band 
performs the worst.

Table 2 presents the evaluation results of the models using PCA and MNF feature selection methods across the VIS-NIR and SWIR 
spectral ranges. Overall, models based on PCA characteristic wavelengths performed better than those based on MNF characteristic 
wavelengths, with varying performance observed between PCA and MNF bands models for different quality indicators. For RSC, the 
PCA characteristic wavelength model achieved an R2 value of 0.5325 in the VIS-NIR range, slightly higher than the MNF characteristic 
wavelength’s 0.4749, indicating that PCA is more effective in capturing RSC variations. However, in the SWIR range, the MNF 
characteristic wavelength model had a lower RMSE of 0.014, demonstrating MNF’s superior noise reduction and stability in high-noise 
data environments. Regarding WC, the PCA characteristic wavelength models showed significantly higher R2 values (0.643 in VIS-NIR) 
compared to MNF characteristic wavelengths, indicating that PCA is more sensitive to spectral features related to water content. 
Additionally, PCA bands models maintained lower RMSE values of 0.014 in VIS-NIR and SWIR ranges, highlighting PCA’s consistent 
performance in water content prediction. For HR, although the R2 value of the PCA characteristic wavelength model in the VIS-NIR 
range was relatively low (0.2865), its PCA bands model performance improved significantly, reaching an R2 of 0.6184, demon
strating PCA’s advantage when combining multiple bands. Overall, PCA and MNF exhibit distinct strengths across different spectral 
ranges and feature selection methods. PCA characteristic wavelengths excel in prediction accuracy and model stability, while MNF 
shows unique advantages in noise reduction and handling complex spectral features. These results suggest that integrating PCA and 
MNF feature enhancement strategies could provide more reliable solutions for non-destructive detection of RG quality indicators and 
highlight directions for further model performance optimization.

In general, it can be stated that the MNF band possesses a greater amount of information, thereby implying that models constructed 
using the MNF band are expected to exhibit higher accuracy compared to those relying on characteristic wavelength and PCA bands. 
Nevertheless, it is important to note that the underlying principle of the MNF algorithm is to enhance the signal-to-noise ratio in a 
proportional manner. Consequently, as the signal amplifies, so does the noise, thereby potentially impacting the precision of model 
establishment.

The coefficient of determination (R2) values for the WC and RSC prediction models established through this method are notably 
low. This can be attributed primarily to the instability of the selected ROI average spectrum resulting from the physical state (wrinkles) 
of the RG surface during ROI sample selection. Consequently, while the ROI spectrum captures the general chemical composition of red 
ginseng, it diminishes specificity. In addition, we attempted to concentrate our efforts by minimizing the quantity of ROI pixels; 
however, this strategy results in the loss of holistic information pertaining to the sample. Consequently, after thorough deliberation, we 
opted to compromise the model’s accuracy in order to enhance its generalizability, thereby addressing a practical challenge 
encountered when employing this rudimentary algorithm for content visualization.

3.6. Visualization of RG grade indicators (HR, WC and RSC) distribution

The color discrimination capability of HSI technology confers a significant benefit. Through the extraction of spectral information 
at the pixel level, a predictive model for grade indicators is constructed, enabling the estimation of the content value associated with 
each pixel. Distinct content values are represented by diverse colored pixels, ultimately presenting the information to observers 
through an image distribution format [40]. The visualization inversion outcomes of RG’s RSC, HR, and WC are depicted in Fig. 5. In 
Fig. 5C, the presence of voids in all RG is readily discernible, with brighter colors indicating higher HR. This suggests that voids are a 
prevalent occurrence during the initial processing of RG. Fig. 5D predominantly exhibits green and red hues, with the heavier RG 
samples more likely to conform to the WC standards. The RSC index (Fig. 5E) demonstrates that the image of RG is clearly visible, 
indicating that all RG samples meet the standard requirement of less than 30 %, even when the RSC in low weight RG is closer to the 
threshold.

Based on the overall trend of changes in the 3 indicator components, it can be inferred that the intrinsic quality of RG is not 
influenced by the number of steaming times (6 times) in the 6 steaming processes of RG processing. The visualization results suggest 
that HSI has the capability to predict the content of the target component in RG on-site and also enables non-destructive detection of 
the spatial structure of RG.

To compare with the latest existing research finding, we also referred to the study by M.R.H. Hossain et al. [41], who developed a 
multiple linear regression (MLR) model for estimating soil moisture, with an R2 value of 0.60. This indicates that the predictive ac
curacy of the model established in this study for certain metrics is acceptable, but future research should focus on optimizing data 
preprocessing steps and improving the stability of the model. In addition, the application of Independent Component Analysis (ICA) 
techniques for spectral processing to reduce noise is a highly promising research direction. This approach can significantly improve the 
quality of spectral data processing, thereby enhancing the reliability of subsequent analyses.
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3.7. Validation of predictive performance on an external RG dataset

In order to provide more experimental evidence demonstrating the effectiveness of the proposed method, we conducted additional 
experiments on an external dataset comprising 30 samples of RG. The experimental results, including actual and predicted values of 
WC and RSC, as well as performance metrics, are provided in Table 3. The model achieved R2 values of 0.659 and 0.66 for WC and RSC, 
respectively, indicating acceptable predictive capability. Furthermore, the RMSE values were 0.014 for WC and 0.018 for RSC, while 
the MAPE values were 9.02 % and 5.64 %, respectively, demonstrating the accuracy and reliability of the proposed method. These 
additional results further validate the effectiveness of our approach in predicting the key quality attributes of RG, confirming its 
robustness and practical applicability across different sample sets.

3.8. Discussion of limitations

One of the primary limitations of this study is the initial high cost associated with HSI technology. The sophisticated hardware 
required for capturing high resolution spectral data, including hyperspectral cameras and advanced lighting systems, presents a 
significant financial barrier, especially for small scale or resource constrained environments. Although the long-term benefits of HIS, 
such as non-destructive testing and enhanced accuracy, can offset these costs, the initial investment remains a challenge for broader 
adoption. To mitigate this, future work could explore cost-effective hardware alternatives or the development of simplified HSI systems 
tailored to specific applications.

Additionally, the real-time application of HSI technology in quality control settings faces challenges related to data processing 
speed and algorithm optimization. The large volume of spectral data generated by HSI requires robust and efficient algorithms to 
process and analyze data rapidly. Currently, the processing speed may not meet the demands of real-time industrial applications, 
limiting the practical deployment of HSI for immediate decision-making. Enhancing the efficiency of data processing algorithms, such 
as through the use of machine learning and AI-driven optimization techniques, is crucial for overcoming these barriers. Future research 
should focus on refining these algorithms to reduce computational load and improve processing times, thereby facilitating real-time 
application in diverse settings.

Table 3 
Comparison of predicted vs actual values and performance metrics for WC and RSC in external validation dataset.

ID Actual 
WC

Predicted 
WC

Actual 
RSC

Predicted 
RSC

R2 

(WC)
RMSE 
(WC)

MAPE 
(WC)

R2 

(RSC)
RMSE 
(RSC)

MAPE 
(RSC)

1 0.147 0.171 0.299 0.318 ​ ​ ​ ​ ​ ​
2 0.189 0.198 0.340 0.315 ​ ​ ​ ​ ​ ​
3 0.127 0.113 0.263 0.269 ​ ​ ​ ​ ​ ​
4 0.155 0.179 0.274 0.297 ​ ​ ​ ​ ​ ​
5 0.197 0.206 0.283 0.303 ​ ​ ​ ​ ​ ​
6 0.104 0.094 0.347 0.370 ​ ​ ​ ​ ​ ​
7 0.166 0.149 0.266 0.280 ​ ​ ​ ​ ​ ​
8 0.132 0.147 0.345 0.359 ​ ​ ​ ​ ​ ​
9 0.153 0.165 0.276 0.287 ​ ​ ​ ​ ​ ​
10 0.125 0.114 0.289 0.317 ​ ​ ​ ​ ​ ​
11 0.136 0.148 0.254 0.237 ​ ​ ​ ​ ​ ​
12 0.178 0.164 0.335 0.311 ​ ​ ​ ​ ​ ​
13 0.141 0.131 0.271 0.262 ​ ​ ​ ​ ​ ​
14 0.191 0.206 0.330 0.360 ​ ​ ​ ​ ​ ​
15 0.150 0.157 0.305 0.287 ​ ​ ​ ​ ​ ​
16 0.120 0.097 0.281 0.305 ​ ​ ​ ​ ​ ​
17 0.138 0.128 0.275 0.259 ​ ​ ​ ​ ​ ​
18 0.173 0.190 0.324 0.336 ​ ​ ​ ​ ​ ​
19 0.121 0.136 0.257 0.265 ​ ​ ​ ​ ​ ​
20 0.165 0.177 0.332 0.348 ​ ​ ​ ​ ​ ​
21 0.146 0.157 0.297 0.282 ​ ​ ​ ​ ​ ​
22 0.186 0.171 0.336 0.319 ​ ​ ​ ​ ​ ​
23 0.140 0.150 0.265 0.253 ​ ​ ​ ​ ​ ​
24 0.168 0.179 0.344 0.323 ​ ​ ​ ​ ​ ​
25 0.152 0.138 0.293 0.312 ​ ​ ​ ​ ​ ​
26 0.127 0.112 0.272 0.288 ​ ​ ​ ​ ​ ​
27 0.176 0.185 0.321 0.313 ​ ​ ​ ​ ​ ​
28 0.141 0.127 0.285 0.304 ​ ​ ​ ​ ​ ​
29 0.131 0.118 0.269 0.257 ​ ​ ​ ​ ​ ​
30 0.180 0.186 0.346 0.354 ​ ​ ​ ​ ​ ​
Overall 

Metrics
​ ​ ​ ​ 0.659 0.014 9.02 0.66 0.018 5.64
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4. Conclusion

By leveraging HSI’s visualization capabilities, this study effectively maps the spatial distribution of RSC, WC, and HR in RG, of
fering a comprehensive approach for real-time quality monitoring. Moreover, the study emphasizes the critical impact of feature 
extraction techniques on the development of predictive models for HSI data, specifically for RG. Our comparative analysis of PCA and 
MNF demonstrates that PCA significantly enhances the accuracy of models predicting key quality indicators such as HR, RSC, and WC. 
Optimal performance for HR and RSC was achieved using spectral intervals within the SWIR region, while WC showed best results in 
the VIS-NIR region.

Despite the promising outcomes, the study has limitations. The current experimental setup relies on sophisticated and expensive 
HSI equipment, which restricts broader application in agricultural and pharmacological settings. Additionally, the analysis was limited 
to specific spectral regions and quality indicators, suggesting that future work could explore broader spectral ranges and more diverse 
indicators.

Future research will focus on addressing these limitations by developing portable HSI devices and cost-effective HSI systems. 
Specifically, we aim to create mobile HSI solutions that integrate with smartphones or tablets, enabling on-site assessments of RG 
quality. Additionally, efforts will be made to streamline the design of HSI systems, using cost-effective materials and open-source 
software to reduce costs without compromising performance. These initiatives are expected to broaden the accessibility and prac
tical use of HSI technology in real world applications, especially for small scale producers.
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