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Abstract
Objectives: Development of search queries for systematic reviews (SRs) is time-consuming. In this work, we capitalize on recent advances in 
large language models (LLMs) and a relatively large dataset of natural language descriptions of reviews and corresponding Boolean searches to 
generate Boolean search queries from SR titles and key questions.
Materials and Methods: We curated a training dataset of 10 346 SR search queries registered in PROSPERO. We used this dataset to 
fine-tune a set of models to generate search queries based on Mistral-Instruct-7b. We evaluated the models quantitatively using an evaluation 
dataset of 57 SRs and qualitatively through semi-structured interviews with 8 experienced medical librarians.
Results: The model-generated search queries had median sensitivity of 85% (interquartile range [IQR] 40%-100%) and number needed to read 
of 1206 citations (IQR 205-5810). The interviews suggested that the models lack both the necessary sensitivity and precision to be used without 
scrutiny but could be useful for topic scoping or as initial queries to be refined.
Discussion: Future research should focus on improving the dataset with more high-quality search queries, assessing whether fine-tuning the 
model on other fields, such as the population and intervention, improves performance, and exploring the addition of interactivity to the 
interface.
Conclusions: The datasets developed for this project can be used to train and evaluate LLMs that map review descriptions to Boolean search 
queries. The models cannot replace thoughtful search query design but may be useful in providing suggestions for key words and the 
framework for the query.

Lay Summary
Evidence synthesis products (eg, systematic reviews, rapid reviews) form the basis of evidence-based healthcare. Literature identification— 
searching for studies and screening the resulting citations to identify relevant literature—is an important but time- and labor-intensive step in 
the systematic review process. Given the strong performance that large language models (LLMs) now achieve on a broad range of difficult 
tasks (eg, automatic translation, code generation), this project explores the performance of training a LLM on real systematic review search 
queries to generate novel human-readable and editable Boolean search queries that might be used to search PubMed.
The queries produced by the LLMs had a median sensitivity (percent of the relevant studies identified) of 85% and required that the simulated 
team screen approximately 1000 abstracts for every included citation. We also evaluated the models through semi-structured interviews with 8 
librarians, during which they piloted and evaluated the models on real search topics. The librarians generally noted that although the tool- 
generated queries could not be used without scrutiny, but they could be used as teaching tools or as starting places for non-expert searchers.
Key words: systematic reviews as topic/methods; artificial intelligence. 

Background
Literature identification is a vital step in the systematic review 
process. Traditionally, the review’s population and interven
tions (or exposures) are translated into a search query by 
identifying synonyms and controlled vocabulary terms and 
combining them with the appropriate Boolean operators 
(OR, AND, or NOT). Then, these queries are executed 
against a database (eg, PubMed), returning a (typically large) 

list of candidate citations. Finally, the citations are screened 
for relevance. Citations deemed relevant during abstract 
screening are screened in full text, and a final corpus of stud
ies for inclusion in the review is defined.

Many tools have been developed over the last decade that use 
natural language processing (NLP) to semi-automate search 
query development and/or abstract screening. Traditional 
abstract-screening tools that use text mining and machine 
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learning to assist in the screening of records identified from the 
search query have been shown to rank and classify records accu
rately, with adequate training.1–4 The CLEF eHealth Lab Series, 
specifically the Technology Assisted Reviews in Empirical Medi
cine track,5 has encouraged research into screening prioritiza
tion and replacing Boolean search strategies. Studies that 
leverage deep learning and language models to (semi-) automate 
database searching have shown improved precision but unac
ceptable sensitivity.6–9 In addition, these tools suffer from a lack 
of transparency and replicability, both of which are required by 
the Cochrane Handbook guidance10 to ensure a high-quality 
systematic review. Thus, there is a need for tools that produce 
queries that can be easily evaluated and edited, and can be 
reported using the standard reporting format, allowing for peer 
review and improved reproducibility.12,13

There is less evidence for the role of machine learning or 
artificial intelligence in search query formulation. Most avail
able tools employ text mining to automatically generate 
terms for query expansion, identify related articles through 
citation analyses, or translate queries for use in different data
bases. A recent evaluation of 21 available tools for query 
development in the Systematic Review Toolbox11 (an online 
catalogue of tools that support various tasks within the sys
tematic review process) concluded that, although useful tools 
are available for most steps of the process, all currently avail
able tools struggle with long or complex queries.12 Wang et 
al13 developed a zero-shot (in that the models were not spe
cifically trained for the task) approach using ChatGPT-3.5, 
producing very high precision but (unacceptably) low sensi
tivity results. Chelli et al reported similarly poor sensitivity 
rates for queries generated by GPT-3.5 (11.9%), GPT-4 
(13.7%), and Bard (0%). In addition, they reported halluci
nation rates (generation of inaccurate or nonsensical text) of 
39.6% for GPT-3.5, 28.6% for GPT-4, and 91.4% for 
Bard.8 There is a clear need to improve the performance of 
such models before they can be incorporated into the system
atic review process. We hypothesize that a model fine-tuned 
on actual search queries will perform better than zero-shot 
large language models (LLMs), such as ChatGPT and Bard.

To fine-tune models requires data that incorporate textual 
information about the review, such as the title and research 
question(s) it aims to answer, as well as correctly formatted 
Boolean search queries. Existing data collections, including 
the CLEF Technology Assisted Review collection,14,15 2 col
lections from Scells et al16,17 and a collection of systematic 
review updates,18 are small, including only 25-94 reviews, 
and are not sufficiently large for fine-tuning a language model 
to generate queries. All but one of these datasets17 comprise 
searches in Ovid format only, which limits their utility for 
fine-tuning a language model for the more widely accessible 
PubMed interface. The Wang et al dataset17 was deemed 
appropriate to be incorporated into our evaluation data.

In this work, we capitalize on recent advances in NLP by first 
developing both training and evaluation datasets, then fine- 
tuning an LLM to create systematic review search queries that 
are formatted like the search queries systematic reviewers are 
accustomed to reading. We then evaluate the models empirically 
on the evaluation reviews and qualitatively through interviews 
with experienced medical librarians.

Materials and methods
We assembled 2 datasets of systematic review topics and 
search queries: 1 for training, representing 10 346 reviews, 
and 1 for evaluation, representing 57 reviews. From the train
ing set, we separated out 99 of the reviews, which we assessed 
as of relatively high quality, to use as a validation dataset. 
We then fine-tuned models on the (reduced) training dataset 
and, after selecting hyperparameters settings using the valida
tion dataset, evaluated them using the evaluation dataset. 
Finally, we interviewed 8 medical librarians using semi- 
structured interviews to establish how to improve the models. 
Full details of dataset cleaning and evaluation, model train
ing, and qualitative evaluation are given in the supplementary 
material.

We assembled the training dataset from PROSPERO, an 
international prospective register of systematic review proto
cols maintained by the Centre for Reviews and Dissemination 
at the University of York and funded by the UK National 
Institute for Health Research.19,20 The PROSPERO team 
shared the data for the 139 450 records with data in the 
“search” field, from inception (February 2011) to December 
24, 2021. Much of the compilation and annotation of this 
dataset was done manually. Briefly, we created a cleaned 
search query by removing methodological filters, translating 
the query to PubMed syntax if necessary, and fixing any 
obvious errors. We created 2 separate versions of the dataset: 
in one, the field tags (such as medical subject heading 
[MeSH] tags) were standardized; in the other, we removed all 
field tags, quotation marks, backslashes, and commas. 
PubMed’s interface automatically matches untagged words 
to their phrase index and to MeSH terms; thus, it is unlikely 
that this change would reduce the sensitivity of model- 
generated queries. However, using untagged words impacts 
precision, increasing the number of citations that need to be 
read (NNR) to find one relevant study.

We needed a reasonable number of relatively high-quality 
queries to use as a validation set for model development and 
hyperparameter experiments. Thus, we created a subset of 99 
search queries, including a random selection of 10 queries 
from PDFs (which tended to be high-quality queries) and 89 
of the better queries from those entered directly in the 
text field. The flow of the cleaning process to date is shown 
in Figure 1. Figure 2 (top row) shows the structure of the 
cleaned training/validation data.

The training queries are highly skewed with respect to the 
number of words they contain (median 49; IQR 30-86; range 
1-2755), with fewer than 1% containing more than 400 
words. This pattern also holds for the number of Boolean 
operators, which is a proxy for the number of concepts in 
each search (median 8, IQR 5-8, range 1-276). The total 
number of records identified by each query is also highly 
skewed (median 1237; IQR 208-86 682; range 0- 
23 180 504), with 75% of queries returning fewer than 7000 
citations; 597 queries return no records, which suggests that 
they contain a fatal error. To get a better sense of how much 
the removal of filters is increasing the size of the returned 
citation set, as an example, we crossed all searches with the 
PubMed randomized controlled trials (RCTs) filter. The 
median number of RCTs retrieved is 57 (IQR 7-368, range 0- 
609 069).

2                                                                                                                                                                                               JAMIA Open, 2024, Vol. 7, No. 3 

https://academic.oup.com/jamiaopen/article-lookup/doi/10.1093/jamiaopen/ooae098#supplementary-data
https://academic.oup.com/jamiaopen/article-lookup/doi/10.1093/jamiaopen/ooae098#supplementary-data


To develop the evaluation dataset we combined 2 separate 
subsets: the first contained 38 of the 40 citations in Wang’s 
seed citation dataset17 (which we will refer to as the “Wang 
dataset”) used in Wang et al’s investigation of whether 
ChatGPT® could be used to formulate Boolean search 
queries.13 This dataset includes the titles, PubMed formatted 
search queries, and final included studies for 40 Cochrane 
systematic reviews on a variety of topics. We removed 2 
records from this set that retrieved either only one or no cita
tions in PubMed.

To this, we added a second set of 19 reviews known to us 
(the “Adam dataset”), 18 of which were designed for system
atic reviews conducted in the Agency for Healthcare Research 
and Quality’s (AHRQ) Evidence-based Practice Center (EPC) 
program21–37 or in the Department of Veterans Affairs 
(VA).38 These searches were all peer reviewed by another sys
tematic review librarian using the Peer Review Electronic 
Search Strategies (PRESS) checklist.39 The final record in this 
set was for a Cochrane review that we were aware of; it is 
unclear whether this was peer reviewed.40 We did not system
atically search for additional reviews. For comparison with 
model-generated queries, we removed the tags, quotes, and 
commas from the data. Thus, precision/NNR results are for 
comparison only and do not represent the actual workload of 
screening.

The 57 reviews in the evaluation set (38 in the Wang data
set and 19 in the Adam dataset) addressed a wide variety of 
biomedical topics, with query syntax ranging from simple to 
complex. The number of studies that were included in the 
systematic reviews ranged from 4 to 612, with a median of 
30. The median sensitivity of the human generated searches 
was 100% (IQR 88%-100%), with a median NNR of 580 
(IQR 161-1466); the median NNR with field tags and punc
tuation in the original data was 125 (IQR 57-456).

We initially fine-tuned models on both the tagged and 
stripped datasets, but the dataset stripped of tags performed 
significantly better in preliminary experiments based on man
ual evaluation of a subset of the produced strategies in com
parison with the initial strategies. Therefore, we proceeded 
using only this version of the training data. We marked each 
piece of the training data as belonging to the middle 50% 
(the middle quartiles) and retained only the data in both mid
dle quartiles, leaving 4324 instances for training. We 
explored fine-tuning a number of models, including variants 
of Flan-T541 and BioBART,42 but we found the best perform
ance within our computing resources with a Mistral-Instruct 
7 billion parameter chat/instruct LLM.43 All fine-tuning 
experiments were conducted within the Huggingface library 
(v4.37.1).44

We used the following instruction to the LLM, which we 
added to all training samples (ie, each review): “Translate the 
following into a Boolean search query to find relevant studies 
in PubMed. Do not add any explanation. Do not repeat 
terms. Prefer shorter queries.” In separate training rounds, 
instruction was followed by either the review’s title or its title 
and objectives/key questions. Due to model size and resource 
limitations, we fine-tuned this model using Parameter Effi
cient Fine-Tuning45 specifically with Low Rank Adaptation 
(LoRA) methods.46 During fine-tuning, we used the adafac
tor optimizer47 and ran and evaluated a grid search across 
learning rates (1e−4, 1e−5, 1e−6) and LoRA parameters 
(rank factor r: 16, 32, 64, 128, 256; scaling factor alpha: 16, 
r). For each hyperparameter combination, we trained for 10 
epochs with a batch size of one (owing to computational con
straints), using floating point 16 precision. We used PubMed 
query results from the validation set to select the best model 
(for the “title-only” model), choosing the model with the 
highest sensitivity between the validation set reference query 

Figure 1. Flow diagram for PROSPERO queries to date. Each box represents a stage in the data cleaning process. From 139 450 records, 44 989 had 
usable information in the search fields. Of those, 10 346 have been cleaned.
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and the model-generated query (0.54). For the “title and key 
questions” model, we used the hyperparameters established 
in the best title-only model.

The final models were empirically tested on the evaluation 
data set. Two search queries were generated for each review 
in this set, one for each model (title-only and title plus key 
questions). Figure 2, middle row, shows the structure of the 
data with the generated queries. These queries were run in 
PubMed and compared with the reference PMIDs (those 
included in the corresponding systematic review’s final 
report) to calculate sensitivity (or recall; the number of 
included citations correctly identified), precision, and NNR 
(the number of citations that must be read to identify one rel
evant citation). Figure 3 illustrates the evaluation process.

Further analyses explored whether model performance dif
fered by evaluation review source (Wang or Adam). The 
search description in the Wang dataset comprises only a few 
words, while the key questions in the Adam dataset comprise 
a full description of the questions the review seeks to answer. 
We also evaluated whether any queries had syntactical errors 
that lead to errors in PubMed. Finally, we evaluated whether 
any queries “failed,” defined as retrieving none of the 
review’s final included PMIDs. Exceedingly high retrieval 
could also be considered failing. However, in this case, the 
design of the study led to artificially high NNR, so that was 
not considered as a failure of the query.

Finally, we re-ran Wang et al’s13 analysis for the first 4 of 
their original prompts, using GPT-4 to see if the performance 
had improved. Figure 2, bottom row, shows the structure of 
the data with the generated queries. Full details of this analy
sis are in the Supplementary Material.

The models were also qualitatively evaluated through a set 
of virtual semi-structured interviews with experienced medi
cal librarians who tested the models through a web-based 
interface,48 hereafter referred to as the query tool. A single 
researcher (G.P.A.) conducted separate interviews with 8 
medical librarians: 4 systematic review librarians affiliated 
with AHRQ-funded EPCs, 3 university-affiliated academic 
librarians, and 1 hospital-affiliated librarian. The librarians 
were asked to share their screens and try out the query tool 
on a topic for which they had a previously developed a search 
query. The tool generated 2 queries, one for each model, and 
the librarians were asked to evaluate one or both generated 
queries in the PubMed interface and compare them with their 
manually developed query. As they were doing so, the inter
viewer encouraged each participant to reflect on their experi
ences and asked a series of questions in a semi-structured 
interview format, guided by a topic guide based on the 2015 
PRESS Checklist Reviewer Form39 for search strategy peer 
review.

In analysis, we used a modified version of the framework 
analysis described by Gale et al.49 To ensure participant ano
nymity, each librarian was assigned a participant number. 
The interviewer transcribed all interviews verbatim using the 
Zoom® automatic transcription tool. Using the qualitative 
analysis software NVivo (version 1.7.1), the interviewer 
coded each cleaned transcript, associating each block of text 
to a set of descriptive or conceptual labels, thus classifying 
the data and allowing for the collocation of the pieces of text 
across multiple interviews that addressed the same concepts. 
Finally, all codes were pulled together, and each was sum
marized in a few words. This allowed the interviewer to iden
tify a set of 5 themes.

Results
The empirical performance of the queries generated by the 
title-only and title plus key questions models were similar but 
varied widely across the reviews in the evaluation set. For 3 
reviews, at least one model “failed,” in that it identified none 
of the relevant citations, while for 20 of the 57 reviews at 
least one model identified all the relevant citations. Figure 4 
shows the sensitivity, NNR, and word count for the queries 
generated by each model and the human query for each 
review.

No query had a syntactical error that kept it from running 
in PubMed or retrieved 0 records. This is not surprising; with 
the MeSH tags, quotes, commas, and so on stripped, there 
are few places for the model to introduce syntactical errors, 
except in the Boolean operators and parentheses. NNRs var
ied widely, with 7 queries in the title only, 3 in the title and 
key question model, and 2 in the human having NNR over 
2000. All model-generated queries contained fewer words 
than the human queries. This is likely the result of the instruc
tion provided to the model to prefer shorter queries and 
training data selection. Table 1 shows the summarized results 
for each model on the evaluation set, both in total and for 
each of the 2 evaluation datasets. The model-generated 
queries performed better on the Adam dataset (which was 

Figure 3. Evaluation flow diagram. Each box represents a stage in the 
evaluation process. The m subscript indicates that the number belongs to 
a specific query. Abbreviations: N ¼ total number; PMID ¼ PubMed 
identifier; NNR ¼ number needed to read.
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largely derived from systematic reviews for the AHRQ EPC 
program) than on the Wang dataset (which was mostly based 
on Cochrane reviews). In general, topics in EPC reviews tend 
to be broader and more complex than those in Cochrane 
reviews. However, it may be that the Wang topics were more 
challenging, given that the sensitivity of the human generated 
queries for this dataset was also lower. The precision of the 
human-generated queries was also worse for the Wang data, 
although the precision of the model-generated queries in the 
Wang data was slightly better.

The results of our re-analysis of Wang’s zero-shot study13

in GPT-4 are presented in Table 2. The Wang’s prompts, 

when run in GPT-4, had worse sensitivity than the GPT-3.5 
results reported in their paper. Some prompt engineering pro
duced prompts in GPT-4 with similar sensitivity to those 
reported in the paper, but nothing close to sufficient for prac
tical use.

In the semi-structured interviews, each librarian tested 
between 1 and 3 topics. The search topics were all health- 
related but varied widely, including reproductive health, vio
lence, cancer, mental health, pain management, acupuncture, 
child development, irritable bowel syndrome, cognitive func
tioning, and medical cannabis. Because the sample of each 
librarian type was small (1 to 4 librarians), it was not possible 

Figure 4. Performance of models on each review. Each bar represents 1 of the 57 evaluation reviews. The darker lines represent the Wang reviews and 
the lighter lines represent the Adam reviews. The top row shows sensitivity across search query source, the middle row NNR, and the bottom row word 
count. Abbreviations: KQ ¼ key question; NNR ¼ number needed to read.

Table 1. Summarized results for each model on the evaluation set.

Sensitivity, % Precision, % NNR, N Word count, N

Failed queries,  
N (%)b

Overall
Human querya 100 (88-100) 0.17 (0.03-0.62) 580 (161-3466) 144 (96-240) 0 (0%)
Mistral-Instruct-7b trained on title  
and key questions query

86 (51-100) 0.11 (0.03-0.58) 908 (171-3906) 66 (49-83) 2 (3%)

Mistral-Instruct-7b trained on title only query 85 (40-100) 0.08 (0.02-0.49) 1206 (205-5810) 71 (55-83) 1 (2%)
Wang data
Human querya 91.29 (84.29-100) 0.19 (0.03-0.74) 526 (135-3553) 120 (84-208) 0 (0%)
Mistral-Instruct-7b trained on title  
and key questions query

69.23 (40.94-99.74) 0.07 (0.02-0.65) 1477 (155-4689) 65 (44-74) 2 (3%)

Mistral-Instruct-7b trained on title only query 58.33 (38.34-100) 0.06 (0.01-0.87) 1653 (115-7031) 67 (52-76) 1 (2%)
Adam data
Human querya 100 (100-100) 0.17 (0.12-0.35) 590 (282-836) 230 (116-304) 0 (0%)
Mistral-Instruct-7b trained on title  
and key questions query

91.83 (68.09-100) 0.15 (0.03-0.53) 661 (188-3226) 70 (57-84) 0 (0%)

Mistral-Instruct-7b trained on title only query 88.16 (69.93-99.75) 0.30 (0.02-0.44) 331 (227-4588) 70 (56-90) 0 (0%)

All measures median (IQR), except where explicitly noted.
Abbreviations: N ¼ number or count; NNR ¼ number needed to read.

a Human queries were the PubMed queries reported in the evaluation dataset that had been developed by the original review team. Note these numbers 
are the same as the overall numbers in Table 1.

b Failed queries retrieved none of the review’s included PubMed identifiers (PMIDs), Word count ¼ number of words in the search queries.
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to attribute themes to specific librarian types. Thus, the 5 
themes shown in Table 3 and described in detail in the Sup
plementary Material reflect the full set of 8 librarians.

There were 3 takeaways from the 5 themes: First, the 
queries developed are sensitive enough to be a good starting 
place in the search development process for systematic 
reviews. In general, the queries correctly identified the rele
vant concepts and produced initial keywords. The compara
bly large number of citations they return is problematic but 
may be ameliorated by re-introducing quotation marks, 
standard vocabulary (MeSH terms), field terms, and filters. 
Three of the librarians tested this and found that the numbers 
were reduced, but we did not assess it formally. Additionally, 
ranking algorithms, such as PubMed’s Best Match algo
rithm,50 may be useful in prioritizing relevant results. Second, 
the tool-generated queries are not an end point in and of 
themselves. They lack both the necessary sensitivity and pre
cision to be used without scrutiny. Each librarian stated that 
it would be very important to educate users, particularly non- 
librarian users, about this limitation. It is, however, possible 
that it could be used as a teaching tool or as a starting place 
for non-expert searchers. Finally, the librarians made useful 
suggestions for further development of this technology. These 
included: training the models on better data, allowing for 
modular search by concept (for example, population and 
interventions), adding interactivity to better mimic the refer
ence interview, in which librarians elicit details about the 
information need, and algorithmic post-processing to assist 
in the process of re-applying quotation marks, standard 
vocabulary (MeSH terms), field terms, and filters.

Discussion
The datasets we have compiled should be useful for exploring 
and testing automation methods for query generation, and 
perhaps other aspects of search design. To our knowledge, 
the PROSPERO dataset we generated is the largest dataset of 
systematic review metadata (titles, objectives, and PICO ele
ments) and corresponding properly formatted search queries. 
The evaluation data includes basic metadata (title and search 
description or key questions), the original search query in 
PubMed format, and the finally included citations for a wide 
variety of reviews.

The model-generated queries yielded moderate sensitivity 
but are not ready for unaudited use in searches where the 
goal is to include all eligible studies. In addition, the NNR 
was too high for regular use, although the re-introduction of 

field tags, quotations, and validated filters would reduce the 
screening burden substantially. Moreover, implementation of 
machine learning abstract screening tools has been shown to 
reduce the number of abstracts that must be screened by 
humans by as much as 50% with minimal loss of relevant 
records.51 These methods could be combined with automatic 
query generation to reduce the impact of the higher numbers 
of records identified during searches.

Limitations
The search strategies in the PROSPERO dataset are likely to 
be a good representation of final publishable search strat
egies. But they are imperfect because they were often the ini
tial search for the review published in the protocol rather 
than the final peer-reviewed query. In addition, they may not 
always perfectly represent the original query posted in PROS
PERO as many were manually or automatically altered in the 
cleaning process. Finally, we cleaned the queries with pasted 
search terms first, likely enriching the training dataset with 
shorter and more generic queries.

Models trained on final searches or on the Population and 
Intervention/Exposure fields may perform better. We chose 
to train and test the model on only the review title field and 
the objectives or key questions field for 3 reasons. First, not 
everyone is able to break a topic or set of questions down 
into its component parts, so it is beneficial for a model to be 
able to automatically parse a topic. Also, not every review 
follows the standard PICO format (eg, reviews of disease 
prevalence or research methods). Second, and related, the 
more the model requires the user to break down the topic 
and propose PICO terms, the less it actually helps in the proc
ess. Third, unlike the title and key questions, these fields vary 
widely in their content and structure and so may not be suffi
ciently consistent for fine-tuning.

We evaluated only a single, representative open-source 
LLM (Mistral-Instruct 7b). Our aim was to establish feasibil
ity of generating search queries automatically via LLMs, 
rather than to establish which among the now-many LLMs 
performs “best” at this task. Larger models would likely yield 
better results, but we did not have the computational resour
ces to fine-tune them. Proprietary models, like ChatGPT, 
may also be used to aid search design, but these cannot be 
fine-tuned. Moreover, we are interested in designing and 
sharing usable, open-source LLMs that can be used as search 
aids. At the time these experiments began, Mistral-Instruct- 
7B was outperforming other models by a wide margin. Like
wise, we did not perform any extensive prompt engineering 

Table 2. Summarized results for each model on the full evaluation set.

Sensitivity, % Precision, % NNR, N

Wang prompts 1-4, GPT-4
Prompt 1 0 (0-5.55) 1.61 (0.50-3.70) 62 (27-202)
Prompt 2 0 (0-9.11) 3.85 (0.50-1.00) 26 (1-201)
Prompt 3 0 (0-2.55) 4.76 (0.61-33.3) 21 (3-163)
Prompt 4 0 (0-2.0) 1.15 (0.27-3.70) 87 (27-368)
Updated prompts, GPT-4
New prompt 1 12.5 (0-45.4) 1.61 (0.66-4.35) 62 (23-151)
New prompt 2 GPT-4 5.9 (0-27.6) 3.45 (0.99-8.33) 29 (12-101)
Fine-tuned model
Mistral-Instruct-7b trained on title and key questions 86 (51-100) 0.11 (0.03-0.58) 908 (171-3906)
Mistral-Instruct-7b trained on title only 85 (40-100) 0.08 (0.02-0.49) 1206 (205-5810)

Results are median (worst performance-best performance).
Abbreviations: N ¼ number or count; NNR ¼ number needed to read.
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experiments. We believe the GPT-4 experiments demonstrate 
that relatively simple prompting strategies are not likely to 
succeed, which is why focused on fine-tuning. Additional 
prompt tuning might be a valuable future research direction.

The qualitative analysis was exploratory and therefore 
relied on librarians with whom the lead researcher was 
familiar. The results may, therefore, not be representative of 
librarians in different settings or countries or with different 
foci. However, the librarians were experts in the field with 
many years of experience, which made them uniquely able 

to provide thoughtful and informed input that is helpful in 
determining next steps in the effort to leverage AI in the 
identification of studies for evidence synthesis. Because of 
the small sample of librarians, we did not explore the ways 
that different settings (research, academic, and hospital) 
affected the librarian’s reaction to the query tool, which 
would be of interest. Finally, due to time and resource con
straints, only a single researcher (G.P.A.) conducted inter
views and analyzed the qualitative data, potentially 
introducing flaws and bias.

Table 3. Themes as derived from the coded text.

Theme Definition Example quotations

Theme 1: Sensitivity Is the tool-developed query finding the relevant 
studies?

“I can’t say . . . that I found a single real article 
in [the missed citations] that focused on 
glioblastoma [the search topic]. So think that’s 
pretty darn good.” [Participant 1]

Theme 2: Size of the returned citation set Is the tool-developed query finding too many 
or too few citations?

“it’s also retrieving way, way, way, way too 
many citations.” [Participant 7]

Theme 3: PRESS checklist concepts 
3a. Query structure 
3b. MeSH Term matching 
3c. Key words

How does the query tool perform in relation 
to the quality measures included in the most 
common search query peer review framework?

3a. “It does a half-decent job with. . .mapping 
the question to a basic search, at least 
identifying what are the different chunks” 
[Participant 7]  

3b. “It’s . . . overmatching to MeSH terms . . .

[which is] kind of a known issue in PubMed 
[machine learning models for MeSH term 
matching].” [Participant 2]  

3c. “I really like that. It found all the different 
. . . styles of guns. When I first started 
developing my own search strategy, . . . it 
didn't immediately come to me to think of 
pistols or revolvers or rifles. . . So that’s pretty 
helpful.” [Participant 5]

Theme 4: Usefulness to searchers What are the ways in which the query tool is 
useful to librarians and how do they think it 
might be useful (or dangerous) for non-expert 
searchers?

“I guess there’s two different kinds of people, 
someone who can look at this, and only use it 
exactly as presented, which isn’t bad. It looks 
like it covers [this] topic pretty well. . . . But 
then there are other people who can look at it 
and spend a little bit more time, and say, ‘let 
me take from this what’s useful,’ and I think it 
would be really helpful in that instance.” 
[Participant 1]

Theme 5: Future directions 
5a: Better training searches 
5b: Split by PICO element 
5c: Interactivity

What are some suggestions on how to improve 
the query tool to make it more useful?

5a. “[You could use] a search hedge, search 
filter . . . but I’m also thinking about your 
organizations that produce clinical practice 
guidelines. . . . That would be a good way to 
get some really high-quality searches on 
specific topics.” [Participant 3]  

5b. “Break it into sort of two or three basic 
things . . . [because] it’s not doing some of the 
more advanced techniques like nesting. . .. 
Let’s say you did break it out. And you had 4 
boxes show up based on your PICO. Then 
would there be another section where it put 
them all together so that someone could copy 
and paste it into PubMed.” [Participant 6]  

5c. “If there is a way to have it [have] almost a 
brief interactive reference interview of sorts . . .

and then is able to pull the key concepts out of 
that” [Participant 6]

Abbreviations: MeSH ¼medical subject headings; PICO ¼ population, intervention, comparator, outcome; PRESS ¼ peer review of electronic search 
strategies.
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Conclusion
We have developed a relatively large dataset of natural lan
guage descriptions of reviews and corresponding structured 
Boolean searches, which can be used to train and evaluate 
LLMs that map the former onto the latter. We demonstrated 
that an open-source and modestly sized LLM (Mistral- 
Instruct-7b) can perform this task reasonably well. Although 
none of the interviewed librarians felt that this query tool 
was ready to be incorporated into their current workflows, 
they had useful suggestions for future development based on 
their expertise in designing search queries and teaching others 
to do so.

Future research should focus on improving the dataset 
with more high-quality queries and assessing whether includ
ing other fields, such as the population and intervention 
fields, would produce better performance. In addition to con
tinuing to incorporate expert medical librarians in evaluating 
the usefulness of query-design tools, future work should 
reach out to others in the field, including systematic review 
methodologists and students, with whom librarians work, to 
include them in the development process and establish how 
the tools might be most useful to them. Conversations with 
users can guide implementation of tools, such as how best to 
incorporate post-processing steps, and whether a tool could 
be integrated with a database to enable simultaneous query 
refinement and abstract screening.

Models cannot replace careful and thoughtful search query 
design, but they can be used to summarize a topic using Boo
lean logic, providing suggestions for key words and the 
framework for the query. In conjunction with PubMed’s Best 
Match algorithm, they may also be a good starting place for 
searchers either scoping a topic or looking for a non- 
comprehensive list of relevant articles.
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