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Introduction
Sepsis represents a systemic inflammatory response to 
infection that can lead to significant morbidity and mor-
tality, especially in critically ill patients in the Intensive 
Care Unit (ICU) [1]. Continuous renal replacement ther-
apy (CRRT) is an established therapeutic procedure for 
patients with sepsis, aimed at managing renal dysfunc-
tion and fluid balance [2, 3], during which cytokines and 
endotoxins are also removed from septic patients, lead-
ing to improved patient outcomes [13]. Neonatal sepsis 
refers to sepsis in the newborn, a condition that can not 
only lead to the death of the infant but also long-term 
morbidities such as acute kidney injury (AKI). Until now, 
there are no effective prevention and treatment methods 
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Abstract
Continuous renal replacement therapy (CRRT) is a life-saving procedure for sepsis but the benefit of CRRT varies 
and prediction of clinical outcomes is valuable in efficient treatment planning. This study aimed to use machine 
learning (ML) models trained using MIMIC III data for identifying sepsis patients who would benefit from CRRT. We 
first selected patients with sepsis and CRRT in the ICU setting and their gender, and an array of routine lab results 
were included as features to train machine learning models using 30-day mortality as the primary outcome. A 
total of 4161 patients were included for analysis, among whom there were 1342 deaths within 30 days. Without 
data augmentation, extreme gradient boosting (XGBoost) showed an accuracy of 64.2% with AUC-ROC of 0.61. 
Data augmentation using a conditional generative adversarial neural network (c-GAN) resulted in a significantly 
improved accuracy (82%) and ROC-AUC (0.78%). To enable prediction on pediatric patients, we adopted transfer 
learning approaches, where the weights of all but the last hidden layer were fixed, followed by fine-tuning of the 
weights of the last hidden layer using pediatric data of 200 patients as the inputs. A significant improvement was 
observed using the transfer learning approach (AUCROC = 0.76) compared to direct training on the pediatric cohort 
(AUCROC = 0.62). Through this transfer-learning-facilitated patient outcome prediction, our study showed that ML 
can aid in clinical decision-making by predicting patient responses to CRRT for managing pediatric sepsis.

Keywords CRRT, MIMIC III, Newborn, Sepsis, Machine-learning, Clinical validation

Transfer learning-enabled outcome prediction 
for guiding CRRT treatment of the pediatric 
patients with sepsis
Xiao-Qing Li1, Rui-Quan Wang1, Lian-Qiang Wu1 and Dong-Mei Chen2,3*

http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1186/s12911-024-02623-y&domain=pdf&date_stamp=2024-9-23


Page 2 of 9Li et al. BMC Medical Informatics and Decision Making          (2024) 24:266 

for neonatal sepsis combined with AKI. CRRT is tradi-
tionally used to treat critically ill adults but emerging 
studies showed the benefit of CRT in managing criti-
cally ill children and newborns. However, in managing 
newborns, such invasive procedure entails accurately 
determining the benefit of CRRT for each patient, which 
remains a challenge in clinics [4].

To develop such an outcome prediction tool, serum 
biomarkers have been the focus of research due to its 
cost-effectiveness and superior accessibility than imaging 
or pathological examination. For example, a study using 
blood samples of three children identified serum lyso-
zyme C and leucine-rich alpha-2-glycoprotein as poten-
tial biomarkers correlated to CRRT therapy outcomes 
[4]. In another study, cell-free plasma DNA (cfDNA) was 
demonstrated as a prognostic marker of clinical outcome 
in septic patients who underwent CRRT [5]. Another ret-
rospective study with 141 children suggested that higher 
plasma levels of IL-10, IL-6, IFN-γ and percentage of 
Treg are associated with severe neutropenia after treat-
ment. Despite these promising results, a prognosis tool 
for neonatal sepsis patients has yet to be established, pre-
sumably due to insufficient sensitivity and specificity of 
using one or just a few lab tests for outcome prediction.

Machine learning (ML) has emerged as a powerful tool 
for the development of predictive models in healthcare, 
providing opportunities for improved patient stratifica-
tion and treatment planning [6]. Particularly, the appli-
cation of ML models allows the prediction of patient 
outcomes based on an array of patient characteristics, 
instead of just a few, which often demonstrates superior 
accuracy than traditional approaches [7, 8]. Previously, a 
number of studies have demonstrated capability of ML 
models in predicting outcomes of sepsis patients, and 
unveiled the tremendous potential of ML models in uti-
lizing electronic medical record (EMR) data [9–11].

In this context, the present study aims to develop and 
validate ML models for identifying ICU patients with 
sepsis who will benefit CRRT treatment. Gender and 
routine laboratory results before CRRT treatment were 
used as features to train an ML model to predict patient’s 
30-day mortality as the clinical outcome. This approach 
leverages the Medical Information Mart for Intensive 
Care III (MIMIC III) dataset [12], an extensive collec-
tion of de-identified data that has been previously used 
in several critical care studies, utilizing data augmenta-
tion strategies to improve model performance. While 
previous studies that used MIMIC III are majorly focused 
on early detection of sepsis and sepsis-related mortal-
ity, our study aimed to train a model to identify sepsis 
patients who are more likely to respond to CRRT treat-
ment before the treatment is performed. Unfortunately, 
as CRRT for pediatric patients is rarely adopted, MIMIC 
III did not contain pediatric patients who received CRRT. 

To address this, we leveraged transfer learning to fine-
tune the model pre-trained on MIMIC III, a much larger 
dataset, on a new set of collected data of 200 pediatric 
patients with CRRT, to address the challenge of limited 
sample size of this cohort. We also assessed the utility 
of our ML approach in clinical decision-making for this 
vulnerable population. The results of the study could 
contribute to the integration of ML into routine clinical 
practice, potentially facilitating the early and targeted ini-
tiation of CRRT in sepsis patients who are most likely to 
benefit.

Method
MIMIC III cohort identification
The Intensive Care Medical Information Mart III 
(MIMIC-III) is a publicly accessible database encom-
passing clinical data for over 60,000 anonymous patients 
treated in the Intensive Care Unit at Beth Israel Deacon-
ess Medical Center between 2001 and 2012. Managed by 
the Laboratory of Computational Physiology at the Mas-
sachusetts Institute of Technology (MIT), the database 
stores a comprehensive array of patient records includ-
ing demographics, vital signs, and medication details. 
This extensive collection of data has proven instrumental 
in various academic and clinical studies, such as epide-
miology research, clinical decision-making support, and 
the advancement of healthcare technology tools. Our 
study identified sepsis patients using “sepsis”, “septic 
shock”, “septicemia” as keywords to identify ICD9 codes 
associated with sepsis (Table S1). Those who underwent 
CRRT, using the CPT code of 99,231, 99,232, 99,233 were 
included. The inclusion criteria were age > 18 years old. 
The cohort contains 4161 patients, including 2978 sur-
vival and 1342 deaths identified using EXPIRE_FLAG = 1 
and death within 30 days of admission.

Machine learning using standard models
Extreme gradient boosting (XGBoost) [13], an ensemble 
model, was used as the model for classifying patients 
using 30-day mortality as the primary outcome. Fea-
tures used in the study include gender, blood pH, lac-
tate, potassium, sodium, BUN, C-reative protein (CRP), 
white blood cell (WBC), and Hemoglobin (Hb). Gender 
was one-hot encoded. Patient records with > 25% miss-
ing values were excluded. Missing value was imputed 
using the most frequent value. Data was split into 70% 
training data and 30% testing data. Model was trained 
using 5-fold grid-search cross validation method with 
XGBoost. Logistical regression, and random forest were 
also trained for comparisons.

Conditional generative adversarial neural network (c-GAN)
To accommodate for the small size of the dataset, a con-
ditional GAN was used to augment data, which consists 
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of 10 continuous features (lab results), and two categori-
cal variables (gender and mortality). Mortality was used 
as the label for data augmentation. The GAN consists of 
two components: a generator network (G), which syn-
thesizes new data instances, and a discriminator network 
(D), which evaluates the authenticity of instances from 
the generator. The GAN model is trained through a two-
player minimax game where the generator tries to fool 
the discriminator and the discriminator tries to correctly 
classify instances as real or fake. For the generator, which 
was a four-layer MLP with hidden sizes of 512 and 128, it 
will take a latent space vector z and label y as input and 
pass it through a series of fully connected layers, with a 
final output layer of 12 nodes corresponding to the 12 
continuous variables. The discriminator, which was also 
a four-layer MLP with hidden sizes of 256 and 512, will 
take a 12-dimensional vector (either real data or synthe-
sized data from the generator) and the label y as input 
and pass it through a series of fully connected layers, with 
a final output of a single node with a sigmoid activation 
function representing the probability that the input is 
real data. Real data is fed directly to the discriminator to 
train the discriminator.

The quality of synthesized data was evaluated by distri-
bution of variables of the fake data to real data. Synthe-
sized data are added to the real data at 1:1 ratio. Classes 
were also balanced by generating more mortality patient 
samples. The new data were trained using XGboost, 
logistical regression and random forest.

Pediatric cohort
A retrospective analysis was conducted on 33 cases of 
sepsis in children admitted to our hospital from Septem-
ber 2015 to December 2022. The inclusion criteria were 
as follows: ① compliance with the standards related to 
“Chinese Guidelines for the Treatment of Severe Sep-
sis/Septic Shock”; ② satisfaction of diagnostic criteria: 
Scr > 26.5µmol/L (0.3  mg/dl) within 48  h, an increase 
of ≥ 0.5 times from baseline, and urine output < 0.5  ml/
kg·h for 6 h, all in conjunction with AKI; ③ meeting the 
indications for CRRT treatment; ④ informed consent 
obtained from patients and their families. The exclusion 
criteria included: ① a history of chronic renal failure; ② 
AKI not caused by sepsis; ③ severe hemodynamic fluc-
tuations requiring cessation of CRRT treatment; ④ miss-
ing clinical data. This study was reviewed and approved 
by the medical ethics committee. Patient blood tests were 
performed to record blood pH, Scr, BUN, K+, Na+, WBC, 
Hb, PLT, lactate, CD4, CD8+, IL6 and TNF-α. Sequential 
Organ Failure Assessment (SOFA) [14] score were also 
measured to assess the severity of organ dysfunction.

CRRT treatment
All validation cohort underwent routine treatment, 
including early resuscitation, anti-infection measures, 
fluid administration, and the use of vasoactive drugs. 
Subsequently, CRRT treatment was performed using 
the Plasauto iQ21 type blood purification machine 
(Asahi Kasei Medical (Hangzhou) Co., Ltd.), selecting 
the continuous veno-venous hemofiltration and dialysis 
(CVVHDF) mode. A double-lumen central venous cath-
eter was placed in the femoral vein, and the filter and 
tubing were pre-filled with heparinized saline. After pre-
filling was completed, they were connected to the blood 
purification machine for circulation. Parameter adjust-
ments included: an initial pump flow rate of 3 ml/kg·min, 
which could be discretionarily adjusted to 5  ml/kg·min, 
replacement fluid 2030 ml/kg·h (using Shijiazhuang Siyao 
Pharmaceuticals’ replacement fluid), and dialysis fluid 
1525 ml/min·m2 (using Baxter Company’s Baxter dialysis 
fluid). After treatment, regular heparin (if there was no 
risk of bleeding) or citrate (if there was a risk of bleeding) 
was used for anticoagulation. If clotting occurred in the 
filter membrane, it should be promptly replaced. Infec-
tions, hypothermia, obstruction, electrolyte imbalance, 
thrombocytopenia, hypotension, and hemorrhage are 
used as the basis for calculating morbidity counts.

Data from the validation cohort were fed into the train 
model, with missing features represented as NaN (not a 
number). Output from the model, i.e., morbidity or not, 
were compared to their 1-month follow-up results to 
acquire true positive and false-positive rates.

Transfer learning
For transfer learning, the weights of the first three layers 
of the pre-trained MLP were fixed and fine-tuning was 
performed on the last hidden layer to adapt the model 
using the pediatric dataset as inputs. The training process 
utilized a stochastic gradient descent optimizer, with a 
learning rate of 0.01 and a momentum of 0.9, to minimize 
the categorical cross-entropy loss function.

Statistical analysis
Data are presented as mean(SD) or percentage(95% CI). 
Comparison of numeric data and categorical data were 
performed using t-test and Chi-square test respectively. 
P < 0.05 was considered statistically significant.

Results
Dataset and preprocessing
A total of 4161 sepsis patients who received CRRT in the 
ICU setting were included in the analysis. The dataset 
was extracted from the MIMIC-III database, comprising 
both males and females with various routine lab results, 
such as platelet count and blood urea nitrogen (BUN). 
Table  1 describes the characteristics of the cohort. 
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Gender of the two groups did not significantly differ and 
male patients constituted 57.5% and 54.9% for mortality 
and control groups. Albumin, bilirubin, total cholesterol, 
serum creatinine level (Scr), hematocrit, hemoglobin, 
iron, lactate, platelet count (PLT), total protein, red blood 
cell (RBC), triglyceride, blood urea nitrogen (BUN), uric 
acid, vitamin B12 and potassium (K+) levels showed sig-
nificant differences (two-sample t test).

Machine learning models and data augmentation
We initially trained the machine learning models using 
XGBoost, which without data augmentation showed an 
accuracy of 64.2% and an AUCROC of 0.61, which is 

higher than the metrics acquired form logistical regres-
sion (52.3% and AUCROC of 0.53) and MLP (59.2% and 
AUCROC of 0.56). Hence, XGBoost was chosen as the 
model for further analysis.

We reasoned that the suboptimal accuracy was due to 
limited sample size, so we performed 2x data augmenta-
tion using c-GAN, meanwhile balancing the classes by 
synthesizing more samples in the mortality group. Fig-
ure  1A illustrates the basic architecture of c-GAN. The 
use of c-GAN led to the generation of realistic synthetic 
samples that augmented the dataset significantly and 
the synthesized data resembled the real data (Fig.  1B). 
Re-training using the augmented dataset resulted in a 

Table 1 Cohort characteristics
Mortality group Control group *P value

Gender male, n (%) 771(57.5%) 1634(54.9%) 0.111
CD3 (#/uL) 959.25(701.99-1216.51) 953.20(776.39-1130.01) 0.9710
CD4 (#/uL) 362.83(239.64-486.02) 304.43(248.84-360.02) 0.4226
CD8 (#/uL) 610.65(383.96-837.34) 646.28(495.24-797.31) 0.8081
Lymphocyte Count (#/uL) 1447.69(1013.17-1882.21) 1253.06(1049.35-1456.77) 0.4516
Albumin (g/dL) 2.9946(2.9587–3.0304) 3.11(3.08–3.13) P < 0.0001
Albumin, Urine (g/dL) 23.99 (13.43–34.54) 30.29(20.27–40.30) 0.4214
Amylase (IU/L) 100.17(88.25–112.10) 99.52(90.69-108.34) 0.9342
Anion Gap (mEq/L) 16.46(16.23–16.70) 16.20(16.05–16.35) 0.0748
Bicarbonate (mEq/L) 23.61(23.33–23.89) 23.69(23.51–23.86) 0.6701
Bilirubin, Total (mg/dL) 2.70(2.41–2.99) 1.51(1.39–1.62) P < 0.0001
CRP (mg/mL) 86.90(76.80–97.00) 75.50(70.19–80.80) 0.0632
Cholesterol Ratio (Total/HDL) 4.64(4.20–5.07) 4.61(4.38–4.85) 0.9282
Cholesterol, Total (mg/dL) 142.04(136.64-147.43) 156.63(152.50-160.76) 0.0001
Creatine Kinase (CK) (IU/L) 371.75(261.19-482.31) 488.68(316.84-660.52) 0.2872
Scr (mg/dL) 2.0145(1.9158–2.1133) 1.78(1.72–1.84) 0.0003
Ferritin (ng/mL) 841.43(606.61-1076.26) 625.31(568.168–682.46) 0.0964
Folate (ng/mL) 11.61(11.17–12.06) 11.59(11.35–11.83) 0.9255
Glucose (mg/dL) 150.06(145.31–154.80) 151.12(147.86-154.37) 0.7322
Hematocrit (%) 33.99(33.66–34.31) 34.66(34.45–34.88) 0.0013
Hemoglobin (g/dL) 11.28(11.16–11.39) 11.61(11.54–11.69) P < 0.0001
Immunoglobulin G (mg/dL) 1218.27(1070.24-1366.30) 1205.64(1124.22-1287.06) 0.8894
Iron (ug/dL) 53.20(49.85–56.56) 45.49(43.65–47.33) 0.0002
Lactate (mmol/L) 2.84(2.73–2.95) 2.47(2.41–2.53) P < 0.0001
PLT (K/uL) 231.86(224.53-239.18) 246.14(241.43-250.84) 0.0023
Protein, Total (g/dL) 5.87(5.76–5.99) 6.13(6.06–6.21) 0.0005
RBC (m/uL) 3.72(3.68–3.76) 3.86(3.83–3.88) P < 0.0001
Na+ (mEq/L) 137.43(137.09-137.77) 137.82(137.63-138.01) 0.0599
Triglycerides (mg/dL) 148.04(134.41-161.68) 170.94(160.59-181.28) 0.0129
BUN (mg/dL) 38.64(37.18–40.10) 31.75(30.92–32.59) P < 0.0001
Uric Acid 7.20(6.79–7.61) 6.14(5.90–6.39) P < 0.0001
Vitamin B12 (pg/mL) 922.91(878.58-967.25) 843.87(818.50-869.24) 0.0041
WBC (K/uL) 7.83(6.35–9.31) 8.14(7.20–9.08) 0.7392
pCO2 (mm Hg) 41.14(40.34–41.93) 41.52(41.0-42.022) 0.4429
pH 7.35(7.34–7.35) 7.35(7.354–7.36) 0.1465
pO2(mm Hg) 136.41(130.77-142.05) 137.36(133.48-141.23) 0.7969
K+ (mEq/L) 4.39(4.33–4.45) 4.20(4.16–4.24) P < 0.0001
Data are represented using mean(95% confidence interval). *For numerical data, two-sample t-test was used to compare between two groups. For gender, chi-
square test was used.CRP: C-reactive protein;
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substantial improvement in model performance using 
XGBoost, with accuracy, F1-score, and AUCROC reach-
ing 82.4%, 0.82 and 0.78, respectively.

Transfer learning
We extended our study by adapting the model to clas-
sify 200 pediatric patients with sepsis, among whom 120 
developed mortalities for 1 month follow-up. Finetun-
ing was performed on the last hidden layer using pedi-
atric data (Fig.  2) to facilitate domain transfer. Table  2 
shows the characteristics of the pediatric cohort. The 
two groups showed significant differences in gender and 
lactate levels. Transfer learning was performed by fixing 
the layers prior to the last hidden layer of the MLP, fol-
lowed by fine-tuning using the pediatric data. Our study 
indicated that the AUCROC of the model increased from 
0.60 to 0.73 after 200 epochs. Whereas, training the 200 

pediatric patients directly with the MLP can only achieve 
an AUCROC of 0.62 in the test dataset with a sign of 
overfitting, suggesting that the use of the pre-trained 
model offered a boost for model performance.

Feature importance
To understand features that predominantly contributed 
to the classification results of the model, we used the 
embedded F score in XGBoost to rank the importance of 
features (Fig. 3). It is unveiled that creatine kinase (CK), 
pO2, lactate, amylase, albumin, potassium levels, hemo-
globin (Hb), platelet count (PLT), blood urea nitrogen 
(BUN), and pH are among the important contributors for 
outcome prediction. These features dictated the model’s 
classification results and may hold significant clinical 
insights for understanding patients’ response to CRRT.

Fig. 1 (A) Schematic illustration of c-GAN for data augmentation. (B) Comparison of features of synthetic and real data. Data were represented as 
mean + 95%CI
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Clinical validation
We extended our study by deploying the model to clas-
sify 33 newborns with sepsis in a retrospective analysis, 
among whom 12 developed morbidities for 1 month fol-
low-up. Table 2 shows the characteristic of the validation 
cohort. The two groups showed significant differences 
in gender and lactate levels. Twelve high-risk patients 
were identified using the trained XGBoost model, among 
whom 8 developed morbidities and 4 were in the control 
group, leading to a true-positive (TP) rate of 0.67, false 
positive (FP) rate of 0.16. This real-world validation con-
firmed the efficacy of our machine learning model in 
identifying high-risk patients.

Discussion
With the aim of training a ML model for predicting out-
comes of CRRT treatment among patients with neonatal 
sepsis, we initiated our study by analyzing a large dataset 

of 4161 sepsis patients undergoing CRRT in the ICU set-
ting within the MIMIC III dataset. Hence, our study dif-
fers from previous approaches that examined a single or 
a combination of a few lab tests for outcome prediction 
[15, 16], leveraging the big health data generated within 
EHR system and the capacities of ML models to consider 
different variables simultaneously. Using XGBoost, an 
ensemble model, we noted a considerably higher perfor-
mance in both accuracy and AUCROC values compared 
to logistic regression and random forest. This could be 
attributed to (1) the intrinsic ability of XGBoost to han-
dle missing values, which was prevalent in all features 
[17], (2) the robustness of the boosting approach against 
overfitting [18], which made XGBoost the focus of our 
approach.

To enhance model performance, we incorporated data 
augmentation with c-GAN, aiming to enlarge the sample 
size and especially balance the representation of the mor-
tality group. c-GAN has been applied in various domains 
[19], but its application in augmenting EHR data is rela-
tively novel [20, 21]. By generating additional data points 
that adhere to certain conditions or constraints, c-GAN 
allows for more robust model training, particularly 
when handling complex and high-dimensional medical 
data such as the MIMIC-III dataset. Our results, which 
demonstrated a significant improvement in both accu-
racy and AUCROC using XGBoost after the application 
of c-GAN, align with recent studies that have also high-
lighted the potential of c-GAN in enhancing predictive 
models [22, 23]. Our approach, however, is different in 
that we only synthesized lab records, which are an array 
of numerical values, which, in comparison to discrete 

Table 2 Characteristics of validation cohort
Morbidity(n = 12) Control(n = 21) *p value

Gender male n% 10(83%) 14(67.7%) 0.0096
pH 7.16(0.19) 7.156(0.19) 0.87855251
Scr (mg/dL) 1.3276(0.2802) 1.4266(0.5148) 0.47718778
BUN (mg/dL) 12.50(5.27) 13.39(6.29) 0.66546308
K+ (mEq/L) 5.54(1.30) 5.53(1.36) 0.97629452
Na+ (mEq/L) 137.23(7.63) 139.25(7.29) 0.46464174
WBC (K/uL) 14.45(4.89) 15.29(6.52) 0.67758494
Hb (g/dL) 10.59(1.98) 9.74(1.99) 0.24255486
PLT (K/uL) 109.81(37.45) 103.02(39.89) 0.62799096
Lactate (mmol/L) 3.54(1.43) 2.28(2.02) 0.04430989
CRP (mg/dL) 67.27(17.12) 68.3(14.82) 0.86302044
IL6 (pg/mL) 785.49(154.24) 728.52(146.97) 0.30742201
TNF (ng/L) 53.31(13.28) 48.90(12.05) 0.35103748
CD4 (#/uL) 369.0(85.7) 367.5(95.0) 0.96201768
CD8 (#/uL) 403.8(105.4) 39.58(9.75) 0.83142445
SOFA 6.38(1.24) 6.66(0.98) 0.50066978
Data were presented as mean(sd). *Two-tailed t-test was used for numerical 
data; chi-square test was used for gender. Scr: serum creatinine; BUN: blood 
urea nitrogen; K+: potassium; Na+: Sodium; WBC: white blood cell; Hb: 
hemoglobin; CRP: C-reactive protein; IL6: interleukin-6; TNF: tumor necrotic 
factor; PLT: platelet counts

Fig. 2 Rationale for transfer learning. Model pre-trained on large and 
augmented adult dataset was applied to a different domain, i.e., pediatric 
patients, where the weights of the last hidden layer (labeled in blue) were 
fine-tuned
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data, e.g. ICD code, require less sophisticated c-GAN 
architectures. To our best knowledge, this is the first time 
that such method has been used to address limitation of 
insufficient sample size within MIMIC III. The reason we 
chose gradient boosting as the baseline is that tree-based 
algorithms, like gradient boosting, are in general consid-
ered powerful in processing categorical data prevalent 
in the electronic health records (EHR), which are also 
present in our data, i.e., gender. But we do recognize that 
deep learning networks could be strong at dealing with 
lab test results, which are continuous data, and hence we 
also explored a typical deep learning network, MLP, to 
compare the classification performance.

To cope with overfitting caused by insufficient sam-
ple size, as is the case for the pediatric cohort, transfer 
learning was used. This approach leverages knowledge 
in a similar domain (adult sepsis patients in our study) 
to help modeling in the target domain (i.e. pediatric 
sepsis patients in this study). The similarity of the two 
domains is dependent on the hypothesis that pediatric 
sepsis patients share similar physiology to adult patients. 
Indeed, the enhanced model performance using the 
transfer learning approach on pediatric patients corrobo-
rated the benefit of pre-training on the larger MIMIC-III 
dataset.

Despite that MIMIC-III is a publicly available data-
set that has been widely utilized for the development 
and validation of various clinical predictive models, 
the translation of these models from research settings 

to real-world clinical practice often encounters chal-
lenges. In our study, the use of a new clinical cohort of 
pediatric patients with sepsis attests the translatability 
of models developed using MIMIC-III. A salient feature 
of this study was the exploration of feature importance, 
facilitated by XGBoost’s embedded F score. Our results 
indicate that certain routine lab results such as creatine 
kinase (CK), lactate, and platelet counts, BUN, among 
others, play a crucial role in predicting the patient’s 
response to CRRT [24, 25]. These findings not only rein-
force the clinical significance of these parameters in the 
management of sepsis patients but also spotlight areas 
where future clinical research could delve deeper.

Despite that MIMIC-III is a publicly available data-
set that has been widely utilized for the development 
and validation of various clinical predictive models, the 
translation of these models from research settings to 
real-world clinical practice often encounters challenges. 
In our study, we not only developed the models but also 
carried out a retrospective validation on a new clinical 
cohort of newborns with sepsis. Our retrospective anal-
ysis of 33 newborns with sepsis further confirmed the 
utility of our machine learning model. The true positive 
rate of 0.67 and a false positive rate of 0.16 highlight the 
model’s ability to successfully identify high-risk patients, 
though a larger external validation cohort would be valu-
able in further substantiating these findings.

In the present study, we only leveraged data from 
one time point, i.e., the time immediately before CRRT 

Fig. 3 Feature importance scores of top 10 features based on SHAP on augmented dataset. Scr: serum creatinine; BUN: blood urea nitrogen; K+: potas-
sium; Na+: Sodium; WBC: white blood cell; Hb: hemoglobin; CRP: C-reactive protein; PLT: platelet count; pO2: oxygen pressure of blood
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treatment. However, it is possible that data from multiple 
time points could be valuable in training a more power-
ful model. In this regard, novel techniques in tensor fac-
torization, e.g., tensor learning from mutual information 
[26] and a correlation matrix-based tensor decomposi-
tion method [27], could be useful in extracting valuable 
information and preprocessing of the high-dimensional 
data for machine learning. Other feature extraction tech-
niques that utilize higher-order statistic relations of the 
features, such as ratio and power-based feature trans-
formation [28], are also of significant value in enhancing 
model accuracy by leveraging temporal data. As opposed 
to the method of using the most frequent value for miss-
ing value imputation, as employed in our study, the fea-
ture extraction techniques are also powerful in imputing 
missing values [26–28], and should be explored if high-
dimensional temporal data are to be exploited in future 
studies.

It is worth noting that our cohort in training ML mod-
els did not include newborn patients as no newborn 
patients in MIMIC III underwent CRRT, and training 
was performed using adult patients. Hence, our features 
did not include age to circumvent this issue. We also used 
30-day mortality as the label for model training, but our 
validation dataset did not contain mortality so the model 
was used to predict morbidities. Despite these dispari-
ties, the inferencing on our validation dataset showed 
good performance in identifying patients that would still 
develop morbidities, suggesting that the capability of gen-
eralization of the trained model. It should also be noted 
that while our study is not aimed to detect mortality 
events early among newborns receiving CRRT treatment, 
hence making utility score not suitable, future studies 
could benefit from utility score as a metric to develop 
ML models that detect mortality early among newborn 
patients that receive CRRT treatment. Further studies are 
warranted to validate the trained model in adult sepsis 
patients who underwent CRRT. Longer follow-up period 
is also valuable. Moreover, although the model showed 
good performance after data augmentation, we reason 
that gathering more real-world data could yield more 
robust ML models to facilitate clinical translation.

Conclusion
In conclusion, our study provided another route for 
more personalized and effective interventions for sep-
sis patients, particularly in the context of CRRT treat-
ment, demonstrating that ML models have the potential 
to facilitate decision making to achieved personalized 
medicine.
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