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Abstract: Recent advancements in vehicle technology have stimulated innovation across the au-
tomotive sector, from Advanced Driver Assistance Systems (ADAS) to autonomous driving and
motorsport applications. Modern vehicles, equipped with sensors for perception, localization, nav-
igation, and actuators for autonomous driving, generate vast amounts of data used for training
and evaluating autonomous systems. Real-world testing is essential for validation but is complex,
expensive, and time-intensive, requiring multiple vehicles and reference systems. To address these
challenges, computer graphics-based simulators offer a compelling solution by providing high-fidelity
3D environments to simulate vehicles and road users. These simulators are crucial for developing,
validating, and testing ADAS, autonomous driving systems, and cooperative driving systems, and
enhancing vehicle performance and driver training in motorsport. This paper reviews computer
graphics-based simulators tailored for automotive applications. It begins with an overview of their
applications and analyzes their key features. Additionally, this paper compares five open-source
(CARLA, AirSim, LGSVL, AWSIM, and DeepDrive) and ten commercial simulators. Our findings
indicate that open-source simulators are best for the research community, offering realistic 3D en-
vironments, multiple sensor support, APIs, co-simulation, and community support. Conversely,
commercial simulators, while less extensible, provide a broader set of features and solutions.

Keywords: artificial intelligence; automotive; autonomous driving; AWSIM; CARLA; cooperative
driving; computer graphics; open-source; sensor fusion; simulator

1. Introduction and Related Work

Nowadays, vehicles are equipped with technologies for perception, localization, actu-
ation, and communication. These include sensors, such as Light Detection and Ranging
(LiDAR), radar, cameras, and Global Navigation Satellite System (GNSS). With the pro-
gression of ADAS and autonomous driving technologies, advanced techniques such as
sensor fusion are essential for integrating data collected from these sensors. The ultimate
objective is to attain Level 5 autonomous driving capabilities, as defined by the Society of
Automotive Engineers (SAE) International standards [1]. Achieving this level of autonomy
requires sophisticated algorithms capable of perception, positioning, and decision-making
based on processed information.

Developing and testing autonomous driving systems or ADAS in real-world condi-
tions poses significant challenges [2,3]. The complexity arises from the need to evaluate
numerous scenarios requiring diverse environmental conditions, vehicle types, sensors,
and processing techniques (Figure 1). One of the most challenging applications is the
implementation of cooperative driving features, such as cooperative positioning and ma-
neuvering [4,5]. These applications require multiple vehicles, each equipped with advanced
reference systems and costly sensors, to be tested effectively in real-world settings. Another
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challenge is the development of solutions based on Artificial Intelligence (AI). AI techniques
play a critical role in the algorithms for autonomous driving, particularly in combining
multi-sensory information. However, training AI algorithms demands a substantial amount
of data [6], which can be difficult and costly to acquire solely through real-world testing.
Simulated data can provide an effective way for pre-training an AI model, which can then
be improved with real-world data.

3D ENVIRONMENTS / MAPS

● Urban
● Suburban
● Highway

VEHICLES

● LiDAR
● Radar
● Cameras
● GNSS
● IMUs
● Odometer

● V2V or V2X
● Cellular (e.g. 4G, 5G)
● Wi-Fi
● BLE

Sensors Communications

Other Systems

● Braking
● ABS
● Reference System (Ground Truth)

Scenarios

Features / Elements

● Weather
● Traffic Managers
● Light Conditions

Conditions

Infrastructures

● Pedestrians
● Traffic Signs/Lights
● Crosswalks
● Roads / Lanes

● Tunnels
● Urban Canyons
● Buildings
● Trees
● Vehicles

● Cellular Towers
● GNSS

● Wi-Fi Access Points
● V2X Infrastructure 

Dynamics / Physics
● Acceleration, Braking, Turning
● Realistic Physics

Figure 1. Main requirements of simulators for automotive applications.

Simulators based on advanced computer graphics (e.g., game engines) can offer
a viable solution for automotive applications by providing realistic 3D environments
with visuals and vehicle physics that closely resemble the real world. They allow for
testing under different conditions, including different numbers of vehicles and varying
environmental factors such as weather and time of day. Moreover, these simulators support
multiple sensors for perception, safety, and localization. Using these simulators allows
generating large amounts of data that can be used, e.g., for prototyping new sensors,
training neural networks or evaluating autonomous driving algorithms.

A survey proposed by Craighead et al. [7] analyzed computer-based simulators for
unmanned vehicles, including, full-scale and micro-size vehicles, surface and subsurface
vehicles, ground vehicles, and aerial vehicles. An analysis was made for commercially
available and open-source simulators.

Rosique et al. [8] present a systematic review of perception systems and simulators
for autonomous vehicles. The paper analyzes the necessary perception systems and sen-
sors, details sensors for accurate positioning like GNSS and sensor fusion techniques, and
reviews simulators for autonomous driving, model-based development, game engines,
robotics, and those specifically designed for autonomous vehicles. A survey on simulators
for self-driving cars was proposed in [9], comparing Matlab, CarSim, PreScan, Gazebo,
and CARLA. The paper analyzed how well they are at simulating and testing perception,
mapping and localization, path planning and vehicle control for self-driving cars. Simi-
larly, a review of open-source simulators for autonomous driving is proposed in [10]. It
categorizes simulators according to their main application, providing researchers with a
taxonomy to find simulators more suitable for a particular use. Therefore, it presents these
categories of simulators: traffic flow, sensor data, driving policy, vehicle dynamics, and
comprehensive simulator.

This paper stands out from previous studies by specifically focusing on 3D computer
graphics-based simulators for automotive applications. The main contributions of this
work are: a discussion of the main applications and requirements of the simulators for
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automotive contexts; a comprehensive compilation of five open-source [11–19] and ten
commercial simulators [20–29]; a detailed analysis of the features and sensors supported
by these simulators.

This paper is divided as follows. Section 2 describes the main requirements and
applications of 3D realistic simulators for automotive applications. Section 3 outlines
the main features of these simulators. Section 4 presents selected 3D realistic simulators,
followed by a detailed comparison of features and supported sensors in Section 5. Section 6
analyzes simulation technologies used by some of the most well-known companies in the
automotive industry. Finally, Section 7 provides the conclusions.

2. Computer Graphics Simulators for Automotive: Requirements and Applications

As depicted in Figure 1, computer graphics simulators for automotive applications,
particularly in autonomous driving, require two main components: realistic 3D environ-
ments (urban, suburban, highway) with varied conditions (weather, lighting, traffic), and
accurate vehicle physics/motion simulation. This includes sensor models for perception,
navigation, and positioning, essential for autonomous driving. Simulators should also
support Vehicle-to-Everything (V2X) communication for vehicle interactions and employ
traffic management systems for vehicle mobility. While computer graphics simulators
excel in rendering realistic 3D environments and physics, they often lack V2X capabilities
and complex traffic and mobility models. Dedicated simulators focusing on traffic, mo-
bility, and V2X communications can complement computer graphics simulators through
co-simulation.

Computer graphics-based simulators offer a plethora of features for automotive appli-
cations by providing a realistic 3D environment, which allows supporting different types
of technologies and sensors. The main applications of these simulators are as follows:

• Autonomous Driving and ADAS: prototyping, development and evaluation of au-
tonomous driving systems [30–32]. Simulated data can be used for the development
of sensors, new algorithms, and sensor fusion techniques. Similarly, with autonomous
driving, ADAS systems benefit from having a simulation tool that provides a multi-
tude of scenarios in which advanced driver assistance features can be developed.

• AI: Simulators generate data, which is essential for developing new methods and
training AI techniques for autonomous vehicles [30,33,34].

• Cooperative Driving: vehicles operating cooperatively, i.e., exchanging sensor data
to enable cooperative positioning, perception, awareness, or cooperative maneuver-
ing [4,35,36].

• V2X: communication between vehicles and other entities, which is essential for coop-
erative driving (maneuvering, perception, or positioning) [15,17].

• Motorsport: improve vehicle development (aerodynamics, chassis systems, steering
systems, etc.), improve testing efficiency, and driver training [27,37,38].

3. Main Simulator Features

In this section, an analysis is made of the main features provided by computer graphics
simulators for automotive applications. Although each simulator is unique, with differenti-
ated functionality, they share some features that are described next.

3.1. Open-Source vs. Closed-Source

Commercial simulators are typically closed-source, which limits their extensibility
and restricts access to the code. Also, these simulators are paid, which adds to the financial
cost. In contrast, open-source simulators offer significant advantages: they are freely
accessible, fostering ease of extensibility and benefiting from community support for bug
fixes. Furthermore, the open nature of their source code enhances reproducibility, enabling
researchers to validate and build upon each other’s findings more effectively. Henceforth,
we will compare commercial and open-source simulators, with a particular focus on the
open-source ones.
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3.2. Game Engine

Simulators for automotive applications are typically built as extensions of already
existing game engines. The most well-known are the Unreal Engine and Unity. These
engines provide frameworks to facilitate game development, including rendering, physics
and scripting. In addition, they have advanced graphics capabilities, supporting 3D
development, hence they are suitable for simulating automotive scenarios, with a realistic
environment for vehicles, including roads and an actor’s interaction between vehicles and
other road users.

3.3. Supported Sensors

Most modern vehicles are equipped with several sensors, especially the ones with
ADAS and autonomous driving capabilities. Various sensors gather data about the vehicle’s
surroundings and internal state, for perception, localization (absolute and relative), safety
and navigation. In the following, a list of commonly found sensors, supported by computer
graphics simulators, is presented.

3.3.1. GNSS

GNSS provides absolute positioning by using a constellation of satellites and a receiver
within the vehicle to estimate its position. Computer graphics simulators have simplistic
models for GNSS, usually providing the estimated positions using a simple noise model,
like additive white Gaussian noise. In automotive applications, GNSS is often combined
with relative positioning techniques, like dead reckoning, to improve the accuracy.

3.3.2. Inertial Measurement Unit (IMU)

IMUs are self-contained systems with a tri-axis accelerometer, gyroscope, and mag-
netometer to measure acceleration, angular velocity, and magnetic field. IMUs usually
perform on-board processing, combining raw data from all sensors into the estimation of
the device’s attitude. The representation of the device’s attitude (or orientation) can be
provided in Euler angles or in quaternion form.

3.3.3. Encoder (Distance)

Encoders measure rotation angle or linear displacement and are often used as odome-
ters to measure the traveled distance.

3.3.4. Light Detection and Ranging

LiDARs create a 3D map of its surroundings using a laser and a receiver. It works by
emitting a short laser pulse and recording the time it takes for the pulse to be reflected.
This allows the conversion of time into a target distance measurement, providing a 3D rep-
resentation of the surrounding environment with high-resolution point clouds, performed,
for example, in 3D mapping in outdoor environments.

3.3.5. Radar

Radar sensors use radio waves to measure the distance, angle, and velocity of objects.
In automotive applications, radar can be used for numerous purposes, such as adaptive
cruise control; collision warning and avoidance; automatic emergency brake; and blind
spot detection. In autonomous driving scenarios, radar sensors are essential to reliably
detect objects and people and avoid collisions.

3.3.6. Ultrasound

Ultrasound sensors use high-frequency sound waves to detect objects by measuring
the time it takes for the sound waves to return after hitting an object. Then, the distance to
the object is calculated based on the speed of sound. Ultrasound sensors are inexpensive
when compared with radar and LiDAR but are limited to short-range operation; hence,
they are primarily used in short-range detection applications.
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3.3.7. Cameras

Cameras capture images of the environment and can be installed in several parts of
the vehicles to assist in parking and to assist in autonomous navigation. They can be of
different types and have different purposes, namely: RGB cameras capture color images
and are used for object detection and recognition, aiding in tasks like lane keeping and
traffic sign recognition; depth cameras provide 3D data about the surroundings, essential
for obstacle detection and autonomous navigation; Infrared (IR) cameras enable night
vision and thermal imaging, improving visibility in low-light conditions and detecting
pedestrians or animals; segmentation cameras use advanced algorithms to distinguish
different elements in a scene, such as vehicles, pedestrians, and road markings, facilitating
autonomous driving and ADAS; optical flow cameras detect and quantify the movement
of objects in a scene by analyzing changes in pixel intensity over time; event cameras,
also known as Dynamic Vision Sensors (DVSs), capture changes in a scene with high
temporal resolution, enabling efficient motion detection and tracking. The main drawbacks
of cameras are their sensitivity to low-light environments, adverse weather conditions, and
privacy concerns.

3.4. SIL and HIL

Software-In-the-Loop (SIL) enables the development of software components, allowing
to test them in isolation from the hardware. Simulators supporting SIL usually have a
simulated Electronic Control Unit (ECU), including its software components as well as
simulated sensor and actuator models, as the replacement of real hardware.

Hardware-In-the-Loop (HIL) involves evaluating the interaction between software and
hardware components in a simulated environment. It allows for detecting and debugging
hardware–software integration issues early in the development cycle. For instance, HIL
enables testing of real ECUs in a realistic simulated setting. HIL tests are reproducible and
can be automated, speeding up validation and testing processes.

Both SIL and HIL facilitate the evaluation of critical corner cases within a controlled
environment.

3.5. Co-Simulation

A simulator that supports co-simulation means it can be coupled with other simu-
lation tools, e.g., tools that generate traffic and mobility [39–41], tools that support V2X
communications [42,43], or autonomous driving stacks, such as Autoware [44] or Baidu
Apollo [45]. This allows extending the capabilities of the computer graphics simulator to
support new features that were not previously supported.

3.6. ROS Integration

Robotic Operating System (ROS) is a framework for developing, testing, and de-
ploying robotic systems. It offers a standardized communications module with the pub-
lish/subscribe model. By having ROS integration, the simulator is capable of interacting
with the ROS modules to implement features such as sensor fusion for positioning, SLAM,
navigation, and perception.

3.7. Hardware Specifications

Since simulators are built on game engines, they require significant computing power
due to their demands for rendering 3D graphics and simulating physics (moving objects
in simulation, collision detection, gravity and other interactions). AI systems within the
engine help create Non-Player Character (NPC) behaviors and other intelligent behaviors
of road actors. Typically, the documentation for these tools provides detailed minimum
and recommended system requirements, especially the Central Processing Unit (CPU) and
Graphics Processing Unit (GPU) requirements. Regarding the CPU, a multi-core processor
is usually required as it provides better multi-tasking capabilities, running multiple tasks
in parallel. The CPU clock speed, usually defined in GHz, is also a requirement, and higher



Sensors 2024, 24, 5880 6 of 19

clock speeds improve performance. A dedicated (discrete) GPU is essential for rendering
complex graphics and high-resolution textures. Some simulators include requirements
for Application Programming Interfaces (APIs) like DirectX, OpenGL, or Vulkan, as these
are fundamental for interacting with the GPU to create visual effects, handle complex
calculations, and manage hardware resources effectively. Additionally, some simulators
include RAM and disk storage requirements, as these tools have numerous assets that
require both RAM and disk space to run properly.

4. Overview of Selected Simulators

In this section, we present the simulators selected for analysis in this paper. The
primary selection criteria were simulators’ ability to provide realistic 3D environments
for automotive applications using game engines, creating high-fidelity environments for
autonomous driving development and testing. Both open-source and commercial options
were considered to provide a holistic view of the available tools, particularly because
open-source simulators are widely used both in academic and industrial research. They
are free to use and offer open code, which can be extended, adapted, and supported
by the community. Hence, open-source simulators are a suitable option for academic
researchers and small teams with limited resources but are also used by the industry.
Open-source simulators were identified through a literature review [8–10]. Commercial
simulators were selected because they are more readily available and offer greater diversity
in terms of functionality. They also have extended support, including patches and updates
that enhance their reliability. However, these simulators are paid solutions and can be
quite expensive, making them more accessible to industry, which typically has larger
budgets, compared to academic researchers. Selected commercial simulators were found
via literature review [7–10] and web search, in which we prioritized those offering more
functionality according to the requirements and applications listed in Section 2.

The following subsections detail open-source simulators, highlighting their purposes,
applications and main features. These are described in greater detail due to their extensibil-
ity and reusability by the research community. The last subsection introduces commercial
simulators.

4.1. CARLA

CARLA [11,12] (Figure 2) is an open-source simulator that was built specifically for
autonomous driving research. It was first proposed in 2017 and is still under development
with community support and feature updates. Being based on the Unreal Engine, CARLA
provides a realistic 3D environment with dynamic traffic, pedestrians, and various weather
conditions. The autonomous driving sensor suite provides several sensors that users can
configure, e.g., LiDAR, cameras, radar, GNSS, and IMU, among others. To interact with the
tool, CARLA provides an easy-to-use Python API for defining custom scenarios, controlling
vehicles, and accessing sensor data.

CARLA supports co-simulation, i.e., it can be used with other simulators. It has native
support for Simulation of Urban MObility (SUMO) [40], VISSIM [41], and CarSim [25].
SUMO and VISSIM are traffic and mobility simulators, which allows for managing traffic,
while still being inside CARLA’s virtual environment. The integration with CarSim [25]
allows vehicle controls in CARLA to be forwarded to CarSim. There are also custom
co-simulation packages, developed by the research community. For instance, ref. [46]
enhances CARLA with V2X capabilities, and ref. [35] improves traffic and mobility. ROS
integration is enabled by a bridge that enables two-way communication between ROS and
CARLA. Another important aspect of CARLA is that it has an active community on GitHub
providing help not only in solving bugs and identified issues but also providing help on
how to use the tool.
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Figure 2. Simulated environment in CARLA simulator [11,12].

Being open-source and still actively supported and developed makes CARLA one of
the most used open-source simulators by the research community to support cooperative
perception [35], cooperative positioning [47] using LiDAR, sensor fusion applications with
V2X capabilities [48], and HIL autonomous driving simulation [49].

4.2. AirSim

AirSim [13,14] (Figure 3) was first introduced in 2017. It is an open-source simulator for
urban environments, with realistic physics and visual rendering for drones, cars, and other
vehicles. It differentiates from other simulators, since no other simulates aerial vehicles
as well as land vehicles. This tool was developed by Microsoft Research using Unreal
Engine as the rendering platform but also has an experimental version running with Unity.
Supported sensors are a camera (RGB, infrared, optical flow), barometer, IMU, Global
Positioning System (GPS), magnetometer, distance and LiDAR. Users can interact with
the tool via the provided APIs in Python and C++, as well as the ROS wrapper. Another
distinctive feature of AirSim is that it supports SIL and HIL, using gaming and flight
controllers. In SIL mode, the algorithms development can be achieved without needing
physical hardware. Conversely, in HIL mode, physical hardware can be evaluated within
the simulation environment, as the simulator interfaces with the device hardware to obtain
actuator signals.

Figure 3. AirSim with an aerial vehicle in an urban environment [13,14].

Unfortunately Microsoft Research terminated this project in 2022, ending further
development and support. Their decision comes from the need to focus on the development
of a new product, called Project AirSim, a commercial product that provides an end-to-end
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platform for developing and testing aerial autonomy through simulation. Despite that, the
code for AirSim is still openly available online [50].

AirSim has been used by the research community as a simulation framework, e.g., for
cooperative autonomous driving using 6G V2X [51], for ADAS, with a collision avoidance
system [52], and for autonomous driving based on reinforced learning [53].

4.3. LGSVL

LGSVL [15,16] (Figure 4) was developed aiming to improve autonomous vehicle de-
velopment with high-fidelity simulation, exploring the Unity engine. Similarly to CARLA
and AirSim, LGSVL replicates the complexity of real-world environments with the simu-
lated environment, supporting sensors such as cameras, radar, LiDAR, GPS, IMU, among
others. Supported features include SIL, HIL and ROS, as well as other integration options,
particularly a communication channel that enables communication between the simulator
and an autonomous driving stack, like Autoware [44] or Baidu Apollo [45]. This project
was discontinued on January 1st, 2022, and no further updates or fixes are planned. Despite
that, the code repository is also available online in [15].

Figure 4. Rendering example of the LGSVL simulator [15,16].

LGSVL has been used by the research community for simulation and evaluation
of autonomous driving systems. For example, in [54], a roadside-assisted cooperative
planning solution developed in Autoware was evaluated using LGSVL. In [55], LGSVL
was used to evaluate a camera-based perception system for autonomous driving. LGSVL
was also used to evaluate a system that performs behavior monitoring of autonomous
vehicles to detect safety violations [56]. This is crucial to ensuring the reliability and safety
of autonomous driving systems.

4.4. AWSIM

AWSIM [17] (Figure 5) was also designed for the development of self-driving capabili-
ties in cars using the Unity engine. It supports various sensors (like LiDAR, radar, IMU,
cameras, and GNSS) and accommodates different vehicle models added by users. The
simulation environment offers a detailed Tokyo map as a starting point, featuring roads,
buildings, traffic signals, vehicles, and pedestrians. Custom environments can also be cre-
ated by users. To mimic real-world traffic, AWSIM employs a random traffic simulator that
adheres to traffic rules and generates random driving paths. Built on the ROS framework,
AWSIM provides sensor data, vehicle status, and other information through published
topics, which allows AWSIM to be used as a scene simulator for Autoware [44].
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Figure 5. Tokyo city simulated environment in AWSIM simulator [17].

Uses of AWSIM by the research community include supporting the development and
evaluation of cooperative positioning using LiDAR-equipped roadside infrastructure for
autonomous driving [57]; enabling a simulator-based automatic annotation framework
that creates point cloud datasets for object detection [58] to test the latency of ROS 2
using Autoware in co-simulation, where AWSIM provides camera and LiDAR data to the
Autoware autonomous driving stack [59]; creating a training dataset for a method based on
deep learning to estimate localization accuracy for autonomous driving, which uses point
clouds for place recognition [60].

4.5. DeepDrive

DeepDrive [18,19] (Figure 6) is another free and open-source simulator based on the
Unreal Engine. It was developed mainly to support the development of AI-based self-
driving capabilities using computer vision, hence it enables vehicles to be equipped with up
to eight cameras with depth information. In comparison with other simulators, DeepDrive
is more limited since it supports only cameras, and its documentation is not as detailed
as CARLA’s or AirSim’s. DeepDrive was developed in C++, allowing the integration of
existing modules using this programming language. In addition, it also provides a Python
API to interact with the tool. Unfortunately, this tool was last updated four years ago.

Figure 6. DeepDrive simulator with depth camera [18,19].

We found no use of the DeepDrive simulator by researchers in published papers. This
may indicate that the lack of features provided by this simulator makes it less appealing to
the research community.
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4.6. Commercial Simulators

Commercial simulators, represented in Figure 7, offer a user-friendly interface and
compatibility across multiple platforms, providing a realistic environment framework for
users to test their systems. Being closed-source limits extensibility and community support
compared to open-source alternatives. Despite that, many commercial simulators provide
open APIs to facilitate configuration and interaction. Most of these simulators are also
based on game engines like Unreal Engine or Unity but integrate advanced features tailored
for vehicle mobility and automated driving simulations. Ultimately, these simulators offer
a comprehensive framework for automotive applications under controlled conditions.

There are many commercial simulators, including ANSYS AVxcelerate [23],
Cognata [28], CarSim [25], IPG Automotive CarMaker [24], dSPACE AURELION [26],
Matlab Automated Driving Toolbox [20], MORAI Drive [29], NVIDIA DRIVE Sim [22],
rFpro [27], and AVSimulation SCANeR Studio [21]. Each has different characteristics and
feature sets, but all focus on providing functionality for autonomous driving development,
as described in Section 2.

Figure 7. Commercial simulators [20,21,26–29].

5. Detailed Comparison of Simulators

In this section, an analysis and discussion about the features and sensors supported
by the simulators is presented.

5.1. Main Features

Table 1 compares the main features of the analyzed simulators. The table includes
the type of software (open/closed source), the supported operating systems, the game
engine, the hardware specifications, API, SIL and HIL support, co-simulation, and ROS
integration. Software can be open-source or closed-source and is identified by the main
programming language used to build it. The recommended hardware specifications are
provided by default. If these are unavailable, minimum specifications are provided. For
graphics cards, some developers also list specific models and include requirements for API
support, such as DirectX or Vulkan. This information can be found on the game engine’s
website or in the simulator’s documentation.
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Table 1. Comparison between computer graphics simulators for automotive applications.

Simulator Software OS Engine Specs.
(GPU/CPU/RAM) API SIL HIL Co-sim. ROS

AirSim [13] Open source
(C++, Python)

Windows,
Linux,
macOS

Unreal
8 GB

4-Core (2.5 GHz)
32 GB

C++, Python ! ! % !

AWSIM [17] Open source
(C#) Linux Unity

11 GB
6-Core
16 GB

— % % !c !

CARLA [11] Open source
(C++, Python)

Windows,
Linux Unreal

6 GB
4-Core (2.5 GHz)

32 GB
Python % % !a !

DeepDrive [18] Open source
(C++) Linux Unreal

—
—

8GB
Python — — — —

LGSVL [15] Open source
(C#)

Windows,
Linux Unity

8 GB
4-Core (4 GHz)

16 GB
Python ! ! !b !

ANSYS
AVxcelerate [23] Closed source Windows,

Linux —
—
—
—

C/C++, .Net,
Python ! ! !f —

Auto. Driving
Toolbox [20] Closed source

Windows,
Linux,
macOS

RoadRunner,
Unreal

6 GB
4-Core (2.5 GHz)

16 GB
— ! ! !d !e

CarMaker [24] Closed source
(C, C++)

Windows,
Linux

MovieNX,
Unigine

—
—
—

Python ! ! — —

CarSim [25] Closed source Windows,
Linux —

1 GB
4-Core (2.2 GHz)

16 GB

MATLAB, VB,
C/C++ ! ! !g %

Cognata [28] Closed source MS Azure Unity
11 GB

8-Core (3.6 GHz)
64 GB

RESTful — ! !i !

dSPACE
AURELION [26] Closed source Windows,

Linux Unreal
12 GB

4-Core (3.8 GHz)
32 GB

— ! ! — %

MORAI
Drive [29] Closed source

Windows,
Linux,
AWS

Unity
11 GB

8-Core (3.6 GHz)
64 GB

— % ! — —

NVIDIA DRIVE
Sim [22]

Closed source
(C++, Python) — Nvidia

Omniverse

—
—
—

— — — — —

rFpro [27] Closed source
(C++)

Windows,
Linux Proprietary

—
—
—

C++ ! ! !h %

SCANeR [21] Open software
(C++)

Windows,
Linux Unreal

48 GB
16-Core (3.4 GHz)

64 GB
Python ! ! — —

!: supports feature;%: does not support feature; — : Not applicable/not available; a SUMO [40], VISSIM [41];
b Baidu Apollo [45], Autoware [44]; c Autoware [44]; d Unreal Engine; e integration enabled by ROS Toolbox;
f CarMaker [24], CARLA [11,12]; g dSPACE AURELION [26], Unreal Engine, Matlab; h SUMO [40], CarMaker [24],
VISSIM [41], Matlab; i SUMO [40], Matlab.

Open-source simulators are the first on the list, followed by commercial ones. The pro-
gramming language for each simulator is directly linked to the game engine it extends. For
example, Unreal Engine-based simulators are developed in C++, whilst Unity-based simu-
lators are based on C#. Some commercial simulators do not disclose their programming
language, but it can be inferred from the engine used, this is the case for dSPACE AURE-
LION, Cognata, and MORAI Drive. SCANeR, although closed-source, is considered open
software because it provides a Software Development Kit (SDK) for user customization.

Apart from the cases where simulators use proprietary engines (NVIDIA DRIVE Sim,
rFpro, and CarMaker), both open-source and commercial simulators are based on Unreal
Engine and Unity. These engines are ideal for automotive simulators because they provide
high-quality rendering, ease of use, and multiplatform support. They also have asset stores
to speed up development, API integrations with other tools, and community support.

Regarding hardware specifications, most simulators require a workstation with a
high-performance dedicated graphics card for rendering complex 3D environments and a
multi-core CPU to support multiple processes simultaneously. RAM requirements are often
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tied to the demands of the graphics engine, which needs memory for large textures, models,
and real-time processing. Simulations frequently involve vehicles with multiple sensors,
such as cameras, generating high-resolution images at each timestep. Thus, extra RAM and
disk storage are necessary to manage sensor data produced at high sampling rates.

Most simulators offer APIs for users to control specific aspects of the simulation such
as the scenario, vehicles in simulation, and types of sensors, among others. Providing an
API enables users to easily interact with the simulator using other existing software tools
they have developed. AWSIM is the only open-source simulator that does not have API
support, while the commercial simulators Matlab Automated Driving Toolbox, dSPACE
AURELION, MORAI Drive, and NVIDIA DRIVE Sim, either do not provide API support
or fail to mention it in their documentation. Almost all commercial simulators support SIL
and HIL. CARLA and AWSIM have no native support for SIL and HIL; however, having
ROS integration allows them to integrate hardware and simulation with HIL [49].

The usefulness and extendability of simulators can be evaluated by the co-simulation
and ROS features. Whilst CARLA has co-simulation with traffic and mobility simulators,
LGSVL and AWSIM have co-simulation with autonomous driving development tools. Half
of the analyzed commercial simulators have co-simulation capabilities. Some support co-
simulation with game engines like Unreal Engine, others allow integration with simulators
such as CarMaker, CARLA, or dSPACE AURELION, and some offer co-simulation with
traffic and mobility simulators like SUMO or VISSIM. CARLA is one of the most used sim-
ulators for co-simulation. For instance, in [61], CARLA was integrated into a co-simulation
framework for Cooperative Driving Automation (CDA), in which CARLA simulates the
environment, and other simulators like SUMO and Network Simulator (ns-3) simulate traf-
fic and communications, respectively. Also, in a co-simulation framework for cooperative
driving [46], CARLA was combined with Artery [43] (V2X communication) using ROS to
exchange data between modules. Except DeepDrive, open-source simulators offer ROS
integration, thereby extending capabilities with modules for positioning, Simultaneous Lo-
calization and Mapping (SLAM), navigation and perception. Conversely, most commercial
simulators either lack ROS integration or fail to mention it in their documentation. Only
the Matlab Automated Driving Toolbox and Cognata offer ROS integration.

Although the cost is not presented in Table 1, it is relevant to note that commercial
simulators require a paid license, which can be considered a drawback compared to open-
source simulators. For example, the Matlab Automated Driving Toolbox requires a Matlab
license [62] (EUR 2250 perpetual or EUR 900 annually) plus the toolbox license [20], for
which the price is unavailable. In contrast, open-source simulators are free to use, and this
lack of licensing fees makes them more accessible and flexible for extension.

5.2. Supported Sensors

Table 2 presents a list of supported sensors by each simulator. Cameras are catego-
rized into different types, as simulators support different types of cameras. All analyzed
simulators support RGB cameras, i.e., cameras that capture colored images of the simulated
environment. Many commercial simulators mention supporting cameras but do not specify
which types in addition to the RGB camera. AirSim and CARLA are the open-source
simulators supporting more types of cameras, showing that they are the most suited to
work with computer vision, as they provide depth, segmentation, and optical flow in
addition to color images. Also, AirSim supports infrared cameras, which are especially
important for night-time navigation, whereas RGB cameras are not as reliable due to low
visibility. Among all simulators, CARLA is the only one supporting event cameras, which
provides data for improved motion detection and tracking. There are commercial simula-
tors supporting other types of cameras, e.g., Matlab Automated Driving Toolbox supports
fish-eye cameras (ultra wide angle), and Cognata supports long-distance cameras.
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Table 2. Supported sensors in vehicle simulators.

Simulator Camera GNSS IMU LiDAR Radar Ultras. OthersRGB Depth Segm. IR OF DVS

AirSim [13] ! ! ! ! ! % ! ! ! % % !a

AWSIM [17] ! — — — — — ! ! ! % % —

CARLA [11] ! ! ! % ! ! ! ! ! ! % !b

DeepDrive [18] ! ! % % % % % % % % % %

LGSVL [15] ! ! ! % % % ! ! ! ! ! !c

ANSYS AVxcelerate [23] ! — — — — — % % ! ! % —

Auto. Driving Toolbox [20] ! ! ! % % % % % ! ! ! !d

CarSim [25] ! — — — — — % % % ! % !e

CarMaker [24] ! — — — — — ! % ! ! ! —

Cognata [28] ! % % ! % % % % ! ! % —

dSPACE AURELION [26] ! ! % % ! % % % ! ! % —

MORAI Sim Drive [29] ! — — — — — ! ! ! ! % —

NVIDIA DRIVE Sim [22] ! — — — — — % ! ! ! % !f

rFpro [27] ! — — — — — % % ! ! % —

SCANeR Studio [21] ! — — — — — ! ! ! ! ! !g

!: supports sensor;%: does not support sensor; — : not available; RGB: color; Segm.: segmentation; IR: infrared
(thermal camera); OF: optical flow; DVS: event camera, also known as Dynamic Vision Sensor or neuromorphic
camera; Ultras.: ultrasound; a barometer, magnetometer, distance sensor; b collision, lane invasion, obstacle;
c lane-line sensor, lane following sensor, comfort sensor; d vision detection generator (detects objects and lanes on
images captured by a camera); e traffic signs sensor (camera), moving object detector; f sonar; g lighting sensor.

GNSS sensor support is provided by all open-source simulators except DeepDrive.
In contrast, most commercial simulators lack GNSS sensor support, with only CarMaker,
MORAI Sim Drive, and SCANeR Studio offering this functionality. It is important to
note that while these simulators provide GNSS position estimates, they are based on
simplistic models typically using Gaussian-distributed random noise. As such, these
models do not account for satellite orbits, propagation effects and the GNSS receiver
that significantly affect GNSS position estimates. Therefore, a dedicated simulator is
necessary to accurately simulate raw GNSS signals (e.g., [63,64]), incorporating satellite
orbits and various noise sources such as atmospheric conditions, transmitter and receiver
characteristics, and multipath effects. Additionally, to simulate multipath effectively, a 3D
city model and a ray tracing approach are required to achieve higher accuracy.

All open-source simulators support inertial sensors (IMUs), except DeepDrive. Con-
versely, most commercial simulators do not support IMUs, which are essential for tracking
by providing information about the orientation. Dead reckoning algorithms and sensor
fusion approaches, such as Kalman filters or Particle filters, often explore IMUs for better
tracking of the vehicle’s trajectory.

Radar and LiDAR are essential for perceiving the surrounding environment. All
simulators support LiDAR sensors except DeepDrive and CarSim. LiDAR 3D point clouds
provide a high-resolution 3D map of the environment that enables object detection and
recognition and improves navigation and path planning. Similarly, radars are used for
object detection, measuring their distance, speed and direction, which allows to develop
and test ADAS such as adaptive cruise control, emergency braking, and blind spot detection,
among others. Most simulators support radar, except the open-source simulators AirSim,
AWSIM and DeepDrive. Support for ultrasound sensors is enabled by LGSVL, Matlab
Automated Driving Toolbox, CarMaker, and SCANeR Studio. Being suitable for short-
range detection, ultrasound sensors are used primarily for ADAS features, such as parking
assistance, blind spot detection, and collision avoidance.

Many other sensors are supported by simulators, as detailed in the last column of
Table 2. These include virtual meta-sensors, such as collision, lane invasion, and obstacle
sensor in CARLA; lane-line, lane following, and comfort sensor in LGSVL; traffic sign



Sensors 2024, 24, 5880 14 of 19

sensors and moving object detectors in CarSim; and the vision detection generator in the
Matlab Automated Driving Toolbox, which detects objects using data from the vehicle’s vi-
sion sensor. These sensors enhance the development of advanced features like autonomous
navigation by providing processed data rather than raw measurements. They support
functionalities such as automatic lane following, adaptive cruise control, and autonomous
driving using AI algorithms for traffic sign interpretation and obstacle detection. Addi-
tionally, other sensor types include magnetometers, barometers, and distance sensors in
AirSim; sonar sensors in NVIDIA DRIVE Sim, and lighting sensors in SCANeR Studio.

6. Simulators Used by Automotive Industry

Much of the advancement in autonomous driving technology is driven by companies
in the automotive industry. Many automakers, manufacturers and companies working on
autonomous driving are exploring simulation to advance the development and testing of
their technologies. In this section, we examine some of the most well-known companies in
the automotive industry and analyze simulation technologies they are using to advance
the autonomous driving industry.

The Toyota Research Institute is an investor in CARLA, having invested USD 100,000
in the further development of the tool. Bosch has used CARLA to integrate Bosch’s
radar ECU software into a virtual environment [65]. Furthermore, NVIDIA has enabled
Omniverse Cloud API use with CARLA, allowing users to access a platform for integrating
and building custom 3D pipelines, and providing new sources of content such as vehicles,
pedestrians, and many other objects.

Bosch acquired the startup company known as Five to work on simulation for de-
veloping and testing state-of-the-art software and AI-based solutions for autonomous
driving [66]. Five develops state-of-the-art software and artificial intelligence-based so-
lutions for all levels of automated driving, focusing on a platform for the development
and testing of the software used in self-driving cars. This platform is capable of creating
advanced testing scenarios and building a simulation environment to assess and validate
system behavior at hyper-scale.

BMW partnered with ANSYS, which developed the ANSYS AVxcelerate simulator,
to co-develop a simulation toolchain for autonomous/automated driving, and ADAS,
supporting the generation of diverse safety scenarios and related analytics to validate
system performance [67]. BMW also has teams working with Unity engine to develop
graphical scenarios that simplify the testing and validation features in development [68,69].
Unity allows developers to visualize and set up thousands of simulated scenarios to validate
performance under diverse conditions.

In 2022, the Stellantis Group, which owns automobile brands like Chrysler, Fiat, Jeep,
Peugeot, Citroën, among others, acquired the tech startup aiMotive, aiming to accelerate
autonomous driving technology [70]. aiMotive offers several solutions for autonomous
driving development, including a simulation tool called aiSim. This simulator not only
allows for the creation of simulated scenarios supporting multiple vehicles, sensors, and
environmental conditions but also enables the creation of simulated scenarios from a
real-world vehicle recording.

The PSA Group, now part of Stellantis, has used CarMaker (developed by IPG Auto-
motive) for the development of vehicle dynamics and ADAS using SIL, HIL, and Vehicle-
In-the-Loop (VIL) testing [71]. The latest development in this system involves enabling
VIL, which integrates a real vehicle into a virtual traffic environment.

Hyundai is both an investor and client of MORAI Sim Drive [29], supporting its
development and using it to simulate complex test scenarios based on real data.

In summary, large companies in the automotive industry typically acquire simula-
tion tools or partner with expert companies to develop or enhance simulation tools for
autonomous driving. In the future, these companies are expected to increasingly adopt ex-
isting simulation tools, extending and customizing them to meet their unique requirements.
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This approach speeds up the development process, allowing teams to focus primarily on
the development of autonomous driving features.

7. Conclusions

In this paper, we reviewed several simulators based on computer graphics engines for
automotive applications. These simulators are primarily used for developing, prototyping
and testing ADAS and autonomous driving features, from sensor development to training
AI algorithms, including cooperative driving capabilities like platooning or cooperative
positioning. Computer graphics engines offer realistic 3D environments and the tools neces-
sary to implement a simulator with support for road actors (vehicles, bicycles, pedestrians,
etc.) with physics and motion dynamics.

More simulators are now available because stakeholders recognize the opportunity
to provide simulation tools for the entire automotive industry. This includes car manu-
facturers, hardware and sensor companies, AI developers, and researchers working on
automotive solutions. These simulators offer features like multiple sensor support, SIL
and HIL, API, ROS integration, as well as co-simulation ability. This paper serves as a
useful guide for anyone in the automotive simulation field, assisting in the selection of
an appropriate simulation tool for their specific needs, whether for the development or
evaluation of autonomous driving capabilities. It presents a comprehensive review of
both open-source and commercial simulators, including a detailed comparison of the main
features and supported sensors.

While open-source simulators offer significant advantages, such as accessibility, flexi-
bility, and community support, they also present certain limitations. Their development
often depends on small teams or community contributions, leading to delayed updates,
limited support, and, in some cases, discontinuation, as seen with AirSim, LGSVL, and
DeepDrive. The literature indicates numerous applications of the open-source simulators,
including their use as a platform to develop and evaluate autonomous driving capabilities
such as cooperative perception and/or positioning, creating datasets to train AI algorithms,
and estimating localization accuracy of autonomous driving. The community benefits from
having open-source simulators like CARLA because researchers can extend them to create
innovative simulation frameworks that others can use [35,48].

In contrast, commercial simulators, though more robust in terms of support and
updates, pose different challenges. They are typically closed-source, require paid licenses,
and are less flexible or customizable. Furthermore, not all commercial simulators support
key features like co-simulation, which is an important consideration when selecting a
simulation tool. Many commercial options also lack transparency regarding supported
features, such as APIs, co-simulation capabilities, and integration with tools like ROS.
Additionally, details on supported sensors, particularly specific camera types beyond
standard RGB, are often omitted.

Some simulators, like DeepDrive, are highly specialized, supporting only camera
sensors. Thus, they can be used only for vision-based applications, offering limited ver-
satility compared to other simulators designed for broader autonomous driving tasks.
Consequently, their limited functionality often results in reduced interest and use from
those working on autonomous driving.

Large automotive companies partner with experts on simulation technologies to
advance their development in autonomous driving technologies. Typically, these companies
use an existing game engine or simulation tool but develop their own simulation framework
tailored to their specific validation and testing needs. As a result, these simulators are
often privately owned. However, simulators like CARLA, CarMaker, aiSim, or MORAI
Sim Drive are publicly available and widely used by those working in this field, benefiting
from investments by private companies.

In the future, we aim to develop a cooperative positioning simulation framework.
Based on this work, we select CARLA as the best open-source simulator for several reasons:
(1) it has the necessary features to simulate a cooperative positioning scenario; namely, it is
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realistic, supports vehicles with different sensors, and allows for performing tests under
different weather conditions; (2) it is still under development and being updated; (3) it has
up to date and detailed documentation; (4) it has an online forum for solving issues; (5) it
is free to use. We opt for an open-source simulator instead of a commercial one, firstly,
because it is free to use, but also because it has community support and can be adapted
and extended, thus having higher flexibility than most commercial simulators. Compared
to LGSVL and AirSim, which have similar features but are discontinued, CARLA is more
viable. DeepDrive, also discontinued, only supports cameras, whereas CARLA supports
multiple sensor types, making it more suitable for cooperative positioning. Compared to
AWSIM, CARLA offers more resources, including assets, ego-vehicles, and maps.
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