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Abstract: The mixing of highly viscous non-Newtonian suspensions is a critical process in various
industrial applications. This computational fluid dynamics (CFD) study presents an in-depth analysis
of non-isothermal mixing performance in change can mixers. The aim of the study was to identify
parameters that significantly influence both distributive and dispersive mixing in these mixers, which
are essential for optimizing industrial mixing processes. The study employed a numerical design
of experiments (DOE) approach to identify the parameters that most significantly influence both
distributive and dispersive mixing, as measured by the Kramer mixing index (MKramer) and the
Ica Manas-Zloczower mixing index

(
λMZ

)
. The investigated parameters included mixing time,

number of arms, arm size ratio, revolutions per minute (RPM), z-axis rotation, z-axis movement,
and initial and mixing temperatures. The methodology involved employing the bootstrap forest
algorithm for predicting the mixing indices, achieving an R2 of 0.949 for MKramer and an R2 of 0.836
for λMZ. The results indicate that the z-axis rotation has the greatest impact on both distributive and
dispersive mixing. An increased number of arms negatively impacted λMZ, but had a small positive
effect on MKramer. Surprisingly, in this study, neither the initial temperature of the material nor the
mixing temperature significantly impacted the mixing performance. These findings highlight the
relative importance of operational parameters over traditional temperature factors and provide a
new perspective on mixing science.

Keywords: mixing; suspensions; homogeneity; computational fluid dynamics; parameter investigation

1. Introduction

Mixing fluids and powders is a fundamental process that has been present for centuries
in various industries. Achieving uniformity in such mixtures, also known as homogeneity,
is critical to ensure consistent quality and performance in food, concrete, medical device,
and catalyst industries.

Homogeneity in particle-based slurries can be quantified using a distributive and dis-
persive mixing index [1]. Distributive mixing refers to the uniform component distribution
within the matrix, ensuring a consistent spatial arrangement. In parallel, dispersive mixing
aims to intentionally reduce the size of cohesive components, particularly clusters of solid
particles, to enhance homogeneity.

Mixing indices have been developed to quantitatively evaluate the level of mixing in
fluid-powder mixtures. Among them, the distributive mixing index is one of the earliest,
originating with Lacey in the mid-19th century, who proposed using standard deviation
from a concentration to estimate mixing quality [2,3]. This idea was later expanded upon
by Kramer [4] and Ashton-Valentin [5]. Despite originating in a different era, the Kramer
mixing index remains a vital tool in contemporary research; it has, e.g., recently been used
to in cooperation with computational fluid dynamics (CFD) [6]. With the advent of CFD,
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newer approaches, such as the cluster distribution index, have been developed to evaluate
the distribution of Lagrangian particles in a mixer [7,8]. Another particle-based approach is
the “Scale of Segregation” developed by P.V. Danckwerts [9] and used in CFD simulations
by Connelly and Kokini in 2007 [10].

The dispersive mixing index quantifies a mixer’s ability to break up agglomerates,
which is a critical factor in ensuring product quality. The efficiency of agglomerate breakage
for highly viscous fluids depends on the type of flow, with elongation flow being the most
effective [11]. In 1992, Ica Manas-Zloczower introduced the widely used mixing index λMZ,
which describes the relationship between simple vorticity flow (λ MZ ≈ 0) and simple
elongation flow (λMZ = 1) [12]. This mixing index has been extensively used in the
literature [13,14].

Viscosity reduction via heat is a well-established phenomenon in the mixing liter-
ature [15,16]. This phenomenon is important for increasing the Reynolds number and,
thereby, the distributive mixing efficiency [17]. Fluid friction, also known as viscous dis-
sipation, tends to be neglected despite being a notable factor when dealing with highly
viscous fluids [17]. The impact of viscous dissipation should, therefore, not be ignored, as
demonstrated in past studies [15,18].

In the context of evaluating numerous parameters, machine learning techniques
can be highly effective. Bootstrap Forest, a commercialized adaptation based on the
random forest algorithm, excels in evaluating multiple parameters and their interactions.
For instance, Duan and Takemi [19] demonstrated its utility in predicting urban surface
roughness aerodynamic parameters, showing its robustness in handling complex, nonlinear
relationships. Similarly, Ganesh et al. [20] applied random forest regression to accurately
estimate fluid flow characteristics in curved pipes, highlighting its capability to reduce
computational costs while maintaining high accuracy in predictions. Both studies utilized
the random forest algorithm to achieve significant insights.

This study aims to expand the knowledge of dispersive and distributive mixing of
highly viscous non-Newtonian suspensions in “change can mixers”. In this regard, a CFD
model was developed and exploited to perform a numerical design of experiments (DOE).
The evaluation of the homogeneity of the suspension was performed by Kramer’s and
Ica Manas-Zloczower’s mixing indexes, and seven process parameters were included in
the DOE that the Taguchi and definitive screening design techniques inspired. The results
of the DOE were analyzed by a bootstrap forest algorithm to evaluate the significance of
each process parameter, leading to the development of a predictive model for the mixing
indices. Following this introduction, the paper is organized as follows: Section 2 elucidates
the methodology setup, encompassing comprehensive information about the numerical
model and DOE. Section 3 presents and analyzes the study’s findings, emphasizing the
influence of the investigated parameters on the mixing performance. Ultimately, Section 4
summarizes the conclusions drawn from the study, underscoring the implications and
significance of the findings.

2. Methodology
2.1. Material and Mixer Information

The suspension that the CFD model simulated has been characterized experimentally
in terms of density, heat capacity and conductivity, as well as rheology. The latter is
presented in the next subsection. The suspension was a combination of a highly viscous
polymer fluid and a powder blend consisting of both colloidal and microscale particles.
The specific fluid and powder are protected intellectual property and can, therefore, not
be disclosed. In this regard, it is important to note that the primary focus is on the mixing
process dynamics of the highly viscous polymer suspension rather than on a detailed
analysis of the material composition itself. Table 1 shows the physical data of the mixed
material. The density was measured with a “Sartorius YDK03 Density Kit for Analytical
Balances” using the Archimedes principle. The heat capacity and conductivity were
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measured on a “TCi-3-A” from C-Therm Technologies Ltd. (Fredericton, NB, Canada)
using the modified transient plane source (MTPS) method.

Table 1. Physical data for the mixed fluid.

Name of the Property Values Unit

Density 1133 kg
m3

Heat capacity 1389 J
kg·◦C

Heat conductivity
k(T ≤ 23 ◦C) = 0.52

k(23 ◦C < T < 71 ◦C) = −1.88·10−3 T + 0.56
k(T ≥ 71 ◦C) = 0.43

J
m·K

Details about the change can mixer that CFD model simulates are illustrated in Figure 1.
Heat is introduced into the system from the wall and bottom of the mixer. The top does
not apply heat due to the physical setup where the rotor arms are mounted. The change
can mixer operates under vacuum conditions to prevent air from becoming trapped in the
mixing material. During operation, the mixer’s top lid rotates clockwise and spins around
the z-axis fulcrum, while the arms themselves also rotate around their own z-axes. For
clarity throughout this study, the top lid’s z-axis revolutions per minute is denoted as RPM
and the rotation around the arm’s z-axis per minute is referred to as the z-axis rotation.
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Figure 1. Illustration of the change can mixer (left) and mixing arm (right).

2.2. Numerical Model

The CFD model simulates the mixing of a suspension in an industrial-scale mixer
using the commercial software, FLOW-3D (2022R1).

This software, known for its accurate fluid dynamics simulations, was chosen for its
advanced TruVOF technique, which is particularly effective in modeling the free surface
flows that are applied for these simulations. The software has previously been used to
simulate other processes, such as 3D printing [21] and concrete casting [22]. Figure 2
shows an example of the simulation setup at t = 0. The red domain represents the powder
component, while the blue/turquoise part represents the suspending fluid. The rotation
begins at t > 0 and remains constant throughout the simulation, and a no-slip boundary
condition is applied on all solid surfaces, including the rotational arms. The computational
domain is meshed with a uniform grid consisting of ~134,000 cells. The number of cells was
determined through a mesh sensitivity analysis. To ensure the reliability of our simulations,



Polymers 2024, 16, 2675 4 of 16

all models achieved satisfactory residual and convergence levels, indicating that the results
can be trusted for higher accuracy.

Polymers 2024, 16, x FOR PEER REVIEW 4 of 17 
 

 

computational domain is meshed with a uniform grid consisting of ~134,000 cells. The 
number of cells was determined through a mesh sensitivity analysis. To ensure the relia-
bility of our simulations, all models achieved satisfactory residual and convergence levels, 
indicating that the results can be trusted for higher accuracy. 

 
Figure 2. CFD model at 𝑡 = 0. The blue/turquoise mass represents the fluid, while the red mass 
represents the powder. 

The simulation is computed as a transient non-isothermal flow because the viscosity 
is temperature-dependent. The material model substance is considered incompressible, 
hence, the density 𝜌  is assumed constant. Thus, the flow is computed by considering 
mass, momentum, and energy conservation, as shown below in (1)–(4). 𝛁 ∙ 𝐯 = 0 (1)

𝜌 𝐷𝒗𝐷𝑡 = −𝛁𝑝 − ሾ𝛁 ∙ 𝛕ሿ + ρ𝐆 (2)

𝜌𝐶 𝐷𝑇𝐷𝑡 = −(𝛁 ∙ 𝒒) − (𝝉: 𝛁𝒗) (3)

𝒒 = −𝑘𝛁𝑻 (4)

where the pressure, velocity vector, and gravitational vector are denoted as 𝑝, 𝒗, and G, 
respectively. The gravitational force is defined as (0,0, −9.82) ୫ୱమ. The heat flux is repre-
sented as 𝒒, the specific heat capacity by 𝐶 and 𝑘 is the thermal conductivity. Addi-
tionally, the deviatoric stress tensor 𝝉, is calculated as seen in (5) and (6). 𝝉 = 2𝜇(𝛾ሶ , 𝑇)𝑫 (5)

𝑫 = 12 (𝛁𝒗) + 𝛁𝒗் (6)

where 𝑫 is the deformation rate tensor and 𝛾ሶ  is the shear rate calculated from the trace 
of 𝑫, 𝛾ሶ = ඥ2tr(𝑫ଶ). To compute the equations from above, the software uses the finite 
volume method to discretize the governing equations. The free surface is calculated using 
the volume of fluid (VOF) technique [23]. The viscous stress and pressure are both solved 
implicitly, while the equation of advection is solved explicitly with 2nd-order accuracy. 

The material was simulated with the properties described in the previous section 
(excl. rheology). The simulated material exhibits a viscoplastic behavior and is modeled 
using the Herschel–Bulkley model, with a slight modification to account for temperature 
dependency. Equation (7) describes the modified Herschel–Bulkley viscosity model, 
where 𝜏 is the yield stress, 𝑘ு is the consistency index, n is the flow index, and 𝜇 as 
the initial viscosity. The temperature-dependent energy function, 𝐸  in Equation (8) is 
represented by the empirically adjusted constants 𝑎 and 𝑐. The reference temperature 
and fluid temperature are denoted by T୰ୣ and T, respectively. In this context, the term 
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The simulation is computed as a transient non-isothermal flow because the viscosity
is temperature-dependent. The material model substance is considered incompressible,
hence, the density ρ is assumed constant. Thus, the flow is computed by considering mass,
momentum, and energy conservation, as shown below in (1)–(4).

∇·v = 0 (1)

ρ
Dv
Dt

= −∇p − [∇·τ] + ρG (2)

ρCp
DT
Dt

= −(∇·q)− (τ : ∇v) (3)

q = −k∇T (4)

where the pressure, velocity vector, and gravitational vector are denoted as p, v, and G, re-
spectively. The gravitational force is defined as (0, 0,−9.82)m

s2 . The heat flux is represented
as q, the specific heat capacity by Cp and k is the thermal conductivity. Additionally, the
deviatoric stress tensor τ, is calculated as seen in (5) and (6).

τ = 2µ
( .
γ, T

)
D (5)

D =
1
2
(∇v) +∇vT (6)

where D is the deformation rate tensor and
.
γ is the shear rate calculated from the trace

of D,
.
γ =

√
2tr
(
D2). To compute the equations from above, the software uses the finite

volume method to discretize the governing equations. The free surface is calculated using
the volume of fluid (VOF) technique [23]. The viscous stress and pressure are both solved
implicitly, while the equation of advection is solved explicitly with 2nd-order accuracy.

The material was simulated with the properties described in the previous section (excl.
rheology). The simulated material exhibits a viscoplastic behavior and is modeled using the
Herschel–Bulkley model, with a slight modification to account for temperature dependency.
Equation (7) describes the modified Herschel–Bulkley viscosity model, where τ0 is the yield
stress, kHB is the consistency index, n is the flow index, and µ0 as the initial viscosity. The
temperature-dependent energy function, E in Equation (8) is represented by the empirically
adjusted constants a and c. The reference temperature and fluid temperature are denoted



Polymers 2024, 16, 2675 5 of 16

by Tref and T, respectively. In this context, the term “reference temperature” (Tref) is an
empirical fitting factor utilized within the Flow3D model.

( .
γ, T

)
=

{
µmax , f or

.
γ ≤ .

γc

µ0E(T)n .
γ

1−n
+ τ0.

γ
, f or

.
γ >

.
γc

(7)

E(T) = exp

(
a

(
Tre f

T
− c

))
(8)

The applied values used for this model are shown in Table 2. The model was fitted to
rheological measurements at 80 ◦C and 100 ◦C with shear rates between 1 s−1 and 215.7 s−1.
The rheological experiments were performed on a Dynisco LCR-7001 capillary rheometer
with a 1 mm × 20 mm capillary unit. In Figure 3, the comparison between experimental
data and model is seen. The viscosity of a suspension changes depending on the powder
volume fraction, as demonstrated by Einstein in 1906 [24]. While this interaction affects the
mixing (especially in the initial stages), this study will assume that the interaction has a
negligible effect on the numerical results and is therefore not considered.

Table 2. Viscosity data of the simulated fluid.

Symbol Value Unit

τ0 2 Pa
n 0.415 -
µ0 29,307 Pa·s
a 0.853 -
c 0.00175 ◦C

Tre f 82.557 ◦C
γc 0.14 s−1
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The evaluation of the mixing was done using both a dispersive and distributive mixing
indices. The Kramer index [4] was employed to measure the distributive mixing. The
index requires an artificial dimensionless scalar concentration, ci, with zero diffusion to
ensure that the only factor propelling the mixing is the rotation itself. The powder and
fluid were assigned a concentration of 1 and 0, respectively. This concentration did not
affect the physical properties such as viscosity and density. The mean of the concentration
c , was 0.5. The dimensionless concentration ĉi was calculated using Equation (9) from
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the scalar concentration. The dimensionless variance and MKramer can be found through
Equations (9)–(11):

ĉi =
ci − c

c
(9)

S2 =
1(

N f − 1
) N f

∑
i=1

(ĉi)
2 (10)

MKramer =
σ0 − S

σ0 − σr
(11)

S2 is the dimensionless variance, and N f represents the number of elements that

contain fluid. The σ0 and σr are defined as σ0= (P·(1 − P))
1
2 and σr = σ0

N f
, respectively,

where P is the average concentration of the powder, which is 0.5. A large MKramer value
indicates a homogeneous mixture.

The evaluation of the dispersive mixing was performed with the Manas–Zlacower
mixing index λMZ shown in Equation (12). It was calculated by the shear rate and the
vorticity, ω. The index indicates which type of flow is currently present. It is desirable to
get as many elements as close to 1 as possible as it is proven that elongation flow breaks up
agglomerates faster [25,26].

λMZ =

∣∣ .
γ
∣∣∣∣ .

γ
∣∣+∣∣ω∣∣ (12)

2.3. Design of Experiments

DOE is a systematic method used to investigate process output by varying multiple
parameters. This study used a definitive screening design to cover pre-set parameters
and minimize simulation time. This choice was driven by the unique ability of Defini-
tive Screening Design to provide a comprehensive yet efficient exploration of the process
space, effectively assessing main effects and factor interactions. Furthermore, it is suitable
for handling nonlinear effects [27]. Previous studies using DOE yielded satisfactory re-
sults [28,29]. The definitive screening design initially suggested 18 simulations. Some of
the simulations were very computationally heavy, so while waiting for these simulations
to finish, an additional 17 simulations were executed in order to cover even more of the
parameter space. This brings the total number of simulations to 35, each identified by a
unique simulation number (Sim. No.). The data treatment of the DOE was performed in
SAS JMP®, employing the standard least squares method. The process parameters and
their variation are presented below:

The initial and mixing temperature is known to reduce the viscosity of fluids [17,30],
which will increase Reynolds number and potentially improve mass transfer during mix-
ing [17]. The initial temperature is modified only for the suspending fluid, as the powder
requires a constant initial temperature of 33 ◦C. The initial temperature of the fluid and the
mixing temperature are varied between 20 ◦C and 80 ◦C. The RPM value and the z-axis
rotation also affect the suspension mixing, as demonstrated by [31]. In this study, the RPM
value was varied between 3 and 30, while the z-axis rotation was altered between 0 and
157.5. This study also explored the influence of moving the rotational arm 10 cm up and
down along the z-axis. This z-axis movement had a frequency that was varied between 0
and 6 per minute. Finally, the number of arms in the mixer were varied from 1 to 3, and the
size ratio was varied between 2/3 and 1.1. The size ratio represents that one arm in the
mixer has a diameter that is given by the size ratio multiplied by the original diameter of
81.2 mm, cf. Figure 1. In Table 3, the numerical DOE is shown. Note that the mixing time is
300 s in all scenarios.
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Table 3. Numerical DOE.

Sim.
No.

Init.
Temp

Mix
Temp RPM Z-Axis

Rotation
Z-Axis

Movement Arms Size
Ratio

1 50 80 22.5 157.5 6 3 1
2 50 20 3 0 0 2 0.667
3 80 50 30 0 0 2 1
4 20 50 3 21 6 3 0.667
5 80 20 16.5 0 6 3 1
6 20 80 16.5 115.5 0 2 0.667
7 80 80 30 150 6 2 0.667
8 20 20 3 15 0 3 1
9 80 20 3 21 6 2 0.75

10 20 80 30 0 0 3 0.75
11 80 80 3 0 3 3 0.667
12 20 20 22.5 157.5 3 2 1
13 80 80 3 21 0 2 1
14 20 20 30 0 6 3 0.667
15 80 20 22.5 157.5 0 3 0.667
16 20 80 3 0 6 2 1
17 50 50 16.5 82.5 3 2 0.75
18 50 50 16.5 82.5 3 3 0.75
19 80 20 10 10 0 2 0.75
20 80 20 10 10 0 3 0.75
21 80 20 10 30 0 2 1.1
22 80 20 10 30 0 3 1.1
23 80 20 20 20 0 2 1.1
24 80 20 20 20 0 3 1.1
25 80 20 20 60 0 2 0.75
26 80 20 20 60 0 3 0.75
27 80 20 20 20 0 1 1
28 20 80 16.5 115.5 0 1 1
29 80 20 22.5 157.5 0 1 1
30 80 20 10 30 0 1 1.1
31 80 80 3 0 3 1 0.667
32 50 50 16.5 82.5 3 1 0.75
33 80 20 10 30 0 2 0.75
34 80 20 10 50 0 2 0.75
35 20 20 3 0 0 1 1.1

2.4. Bootstrap Forest

A predictive model, specifically designed for distributive and dispersive mixing
indices, was developed using the bootstrap forest algorithm in the JMP 16 Pro software,
a type of random forest algorithm [32]. The algorithm is an ensemble learning method
that combines multiple decision trees, Fi(x), to create a more accurate and robust model.
The bootstrap forest algorithm employs bootstrapping, a resampling technique that creates
multiple subsets of the original dataset by repeatedly sampling with replacement. Each
subset is used to train an individual decision tree within the forest, enhancing the model’s
robustness and accuracy. The predicted value, y̌, is obtained by averaging the predictions
from all the individual trees in the forest, as seen in Equation (13).

y̌ =
1
N

N

∑
i=1

Fi(x) (13)

where N is the number of trees, and Fi(x) is the prediction of the ith tree for the input vector
row x that specifies the specific parameter found in Table 3.

The selected data to be evaluated by the algorithm was a balanced blend of systematic
and random sampling. Specific time steps were selected at regular intervals and supple-
mented by additional points randomly selected via a random number generator. Each
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simulation yielded 26 data points, 11 chosen systematically and 15 chosen randomly. This
method ensured computational efficiency and controlled memory usage, which was partic-
ularly important given the intensive computational requirements and memory capacity
necessary for processing the 35 simulations. Note that the treatment of time-dependency
in the analysis is described in Sections 3.5.1 and 3.5.2 for dispersive and distributive
mixing, respectively.

The collected data was then partitioned into training and validation subsets, follow-
ing a conventional 70-30 split in line with standard machine learning practice [33]. The
coefficient of determination, R2, was calculated to assess the performance of the fit of the
predictive model:

R2 = 1 − ∑N
i=1(yi − y̌i)

2

∑N
i=1(yi − y)2 (14)

where yi denotes a specific simulation observation and y represents the mean value of all
observations for the output function; this calculation serves as a pivotal metric for assessing
the adequacy of the predictive model in replicating the observed data.

Before splitting the data into training and validation, a predictor screening was carried
out, which essentially is a bootstrap forest analysis without validation. This screening
quantified each parameter’s individual contribution. A parameter contribution threshold
of 5% was set. Parameters with an average contribution below this threshold during the
predictor screening were excluded, while those that made over a 5% contribution were
included in the full bootstrap forest analysis. This strategy helped reduce the model’s
complexity and improved interpretability by eliminating less impactful variables. The
5% threshold was established based on the same criteria used in linear regression, where
parameters with a p-value below 0.05 are excluded.

3. Results and Discussion

This section delineates the findings of the analysis concerning the mixing performance
in change can mixers. Specifically, the velocity profile, temperature profile, dispersive
mixing index, and distributive mixing index will be delved into. Given the intricacy of
presenting 35 distinct simulations, the focus will be on two representative simulations for
illustration purposes: Sim. No. 7 and Sim. No. 35. These two simulation were chosen as
they are quite different.

Subsequently, the parameter study with all 35 simulations utilizing the bootstrap forest
analysis is presented. Initially, the influence of parameters on the dispersive mixing index
is scrutinized. Next, the impact of parameters on the distributive mixing index is outlined.

3.1. Velocity Profile

The velocity profiles for two representative simulations, Sim. No. 7 and 35, are
depicted in Figure 4 at t = 60 s. The maximum velocity magnitude and velocity gradients
are substantially lower in the simulation with one arm as compared to the simulation with
two arms. This outcome was anticipated due to the lower RPM and z-axis rotation values
utilized in Sim. No. 35. Both simulations illustrate that most flow takes place near the
mixing arms, which is also expected. In addition, Sim. No. 7 displays the highest velocities
around the large arm, which is due to the arms having the same angular velocity, resulting
in a higher velocity for the large arm at the outer edge.

3.2. Temperature Profile

The temperature profile analysis compares the average fluid temperature for Sim.
No. 7 and 35, as illustrated in Figure 5. Both simulations commence with different initial
heat values and wall temperatures. Sim. No. 7 starts with an initial temperature of 80 ◦C,
identical to the wall temperature, while Sim. No. 35 begins with an initial temperature
of 20 ◦C, which also aligns with the wall temperature. In Sim. No. 7, the temperature
surpasses the wall temperature, which is above 250 ◦C. This can be ascribed to viscous
dissipation, a phenomenon where heat is generated due to fluid friction during the mixing
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process. It is important to note that temperatures reaching 250 ◦C or higher could potentially
ruin the material being mixed. Such elevated temperatures may lead to degradation or
other undesirable changes in the material properties. Conversely, in Sim. No. 35, the lower
RPM and z-axis rotation values lead to minimal or no viscous dissipation. As a result, the
temperature remains below 30 ◦C.
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3.3. Dispersive Mixing

Figure 6 presents the average dispersive mixing index λMZ for Sim. No. 7 and 35 at
various time intervals. The dispersive mixing index values for Sim. No. 7 primarily ranges
between 0.30 and 0.32, while for Sim. No. 35, they approximately span from 0.28 to 0.34. It
is interesting to note that the mean value of the dispersive index is fairly similar for Sim.
No. 7 and 35, even though they have quite different process parameters. However, that is
not the case for all simulations, e.g., the mean value of Sim. No. 23 is 0.26.
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3.4. Distributive Mixing

In Figure 7, the MKramer values (i.e., the distributive mixing index) as a function of
time is shown for Sim. No. 7 and 35. Both start below 0 due to the initial high standard
deviation and subsequently, both simulations exhibit an increase in the MKramer values,
which indicates that the mixes become more homogeneous. Sim. No. 7 undergoes a
significantly faster mixing process compared to Sim. No. 35. After 300 s, Sim. No. 7 reaches
around 0.75, while Sim. No. 35 only attains approximately −0.5. This observation aligns
with the velocity profile analysis, where Sim. No. 7 exhibits a faster velocity compared to
Sim. No. 35, and thus faster mass transfer. The results highlight that the mixing process is
time-dependent but that other factors, such as the specific parameters, also play a crucial
role in influencing the mixing behavior.
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3.5. Bootstrap Forrest
3.5.1. Dispersive Modeling

Since time primarily introduced fluctuations rather than significant alterations in the
modeling of the dispersive mixing index, as seen in Figure 6, it was excluded from this
analysis. Nevertheless, when analyzing the dispersive mixing index, all 26 lambda values
for each simulation were considered instead of using an average to better understand the
estimated capabilities of the predictive model. The process parameters from Table 3 were
considered in the analysis. An initial investigation was conducted using the predictor
screening analysis to minimize the number of parameters. Parameters with a contribution
of less than 5% were not selected for further analysis.

Figure 8 illustrates a bar chart of the predictor screening analysis, highlighting the
influence of each parameter on dispersive mixing. It is evident that the z-axis rotation has
the highest impact, followed by the number of arms, Size ratio, and RPM, all of which
exceed the significance line. Conversely, z-axis movement, initial temperature, and mixing
temperature did not exhibit significant contributions and were not considered further.
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Subsequently, the bootstrap forest algorithm was executed, focusing only on the four
significant parameters, cf. Figure 9a. This second analysis aimed to evaluate these four
parameters’ influence and generate the predictive model. The impact sequence of the
individual parameters on dispersive mixing remained unchanged, indicating that the
threshold value was thoughtfully established. The R2 value for the validation set was
found to be 0.836. Figure 9b presents a comparison of predicted values and simulation
outcomes, demonstrating commendable accuracy.

It is important to mention that the model’s accuracy is challenged by the relatively
large fluctuations observed for some of the simulations; e.g., Sim. No. 1 that had a z-axis
rotation of 157.5, cf. Figure 10. This suggests that z-axis rotation positively contributes
to the λMZ value but also introduces increased uncertainty. Another intriguing finding
was the influence of the number of arms; fewer arms resulted in a higher dispersion. As
observed in Figure 11 when comparing the average vorticity of Sim. No. 21, 22, and 27, all
having identical parameters except for the number of arms, it is evident that the simulations
with fewer arms exhibit lower vorticity, which explains the improvement in λMZ.
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3.5.2. Distributive Mixing Index

In contrast to dispersive mixing, time significantly affected the distributive mixing
index, as evidenced in Figure 7. Thus, predictive screenings for MKramer were conducted
at specific time steps across all simulations: first at 10 s, then at 30 s, followed by 30-s
intervals. The aim was to identify which parameters, on average, had the most influence
on MKramer. As seen from Figure 12, the z-axis rotation is the dominant factor after 10 s and
RPM is the second dominating factor. The arms are 5.1%, which is above the significance
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line. Thus, the bootstrap forest parameters consisted of time, z-axis rotation, RPM, and
arms. Figure 13a shows that all dominant parameters contribute positively to mixing when
increased. In addition, there is good coherence between the predictive MKramer values and
the simulated MKramer values, as seen in Figure 13b. The R2 for the validation set was 0.949.
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There were two interesting observations, first, z-axis rotation is more influential on
mixing than time, and second, increasing the number of arms has a positive effect on
the distributive mixing index, which is opposite as compared to the dispersion mixing
index. This indicates that one needs to select the number of arms carefully in a change
can mixer depending on whether the material at hand requires a focus on distributive or
dispersive mixing. Additionally, even in small timestep intervals, neither the initial nor the
mixing temperature shows to have any influence on the distributive mixing index, further
highlighting the paramount importance of the mechanical parameters.

4. Conclusions

This study examined the impact of eight parameters on dispersive and distribu-
tive mixing in a change can mixer, utilizing both CFD models and the machine learning
technique known as the bootstrap forest algorithm. A total of 35 simulations with each
26 time-dependent data points constituted the dataset for this research. The CFD models
yielded results in accordance with theoretical expectations concerning fluid velocity and
temperature; however, certain simulations revealed elevated average fluid temperatures
compared to the set mixing temperatures, which can be attributed to viscous dissipation.

• Four key parameters significantly influenced dispersive mixing, represented by the
average value of λMZ, λMZ, achieving an R2 value of 0.836 in the predictive model.
Similarly, distributive mixing, denoted by MKramer, had an R2 value of 0.949 in the
predictive models.

• The z-axis rotation and RPM positively affected both mixing indexes, with z-axis
rotation showing the greatest impact but also increased uncertainty.

• The number of arms negatively influenced dispersive mixing but positively impacted
distributive mixing. The size ratio negatively affected dispersive mixing, while time
significantly influenced distributive mixing.

• The z-axis movement, mixing temperature, and initial temperature demonstrated no
significant effect in this study.

These findings provide essential direction for the refinement of mixing operations in
industrial contexts. Future work could explore the validity of these simulations by adjusting
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the Z-axis rotation within the mixer, as such adjustments are anticipated to enhance both
dispersive and distributive mixing. Subsequent research may benefit from validating these
results in actual mixing scenarios, as well as assessing their relevance to different mixer
types and materials. The investigative approach adopted herein offers a foundational
framework for analogous future research in mixing science.

Author Contributions: M.R.L. has set up the experiments and simulations, and wrote the article;
E.T.H.O. has assisted in optimizing and improving the simulation setup; and J.S. brought guidance
to conceptualizing the study and analyzing the results, as well as assisted in writing the paper. All
authors have read and agreed to the published version of the manuscript.

Funding: The support of this research was granted through the Innovation Fund Denmark (Grant no.
9065-00242B).

Institutional Review Board Statement: Not applicable.

Data Availability Statement: The original contributions presented in the study are included in the
article, further inquiries can be directed to the corresponding author.

Acknowledgments: The authors wish to express their gratitude to Flow Science Inc. for providing
licenses to FLOW-3D and to the Innovation Fund Denmark for their financial support. This article is
based on the author’s PhD thesis [34].

Conflicts of Interest: Author Michael Roland Larsen was employed by the company Dansac A/S.
Author Erik Tomas Holmen Olofsson was employed by the company Haldor Topsoe A/S. The
remaining authors declare that the research was conducted in the absence of any commercial or
financial relationships that could be construed as a potential conflict of interest.

References
1. Manas-Zloczower, I. Analysis of mixing in polymer processing equipment. Rheol. Bull. 1997, 66, 5–8. Available online:

http://www.rheology.org/sor/publications/rheology_b/Jan97/mixing.pdf (accessed on 22 July 2022). [CrossRef]
2. Lacey, P.M.C. The mixing of solid particles. Chem. Eng. Res. Des. 1943, 75, S49–S55. [CrossRef]
3. Lacey, P.M.C. Developments in the theory of particle mixing. J. Appl. Chem. 1954, 4, 257–268. [CrossRef]
4. Kramer, H.A. Effect of Grain Velocity and Flow Rate upon the Performance of a Diverter-Type Sampler; U.S. Department of Agriculture,

Agricultural Research Service: Washington, DC, USA, 1968.
5. Ashton, M.D.; Valentin, F.H.H. The mixing of powders and particles in industrial mixers. Trans. Inst. Chem. Eng. 1966, 44, 166–188.
6. Larsen, M.R.; Ottsen, T.; Olofsson, E.T.H.; Spangenberg, J. Numerical Modeling of the Mixing of Highly Viscous Polymer

Suspensions in Partially Filled Sigma Blade Mixers. Polymers 2023, 15, 1938. [CrossRef]
7. Ahmed, I.; Chandy, A.J. 3D numerical investigations of the effect of fill factor on dispersive and distributive mixing of rubber

under non-isothermal conditions. Polym. Eng. Sci. 2019, 59, 535–546. [CrossRef]
8. Cheng, W.; Xin, S.; Chen, S.; Zhang, X.; Chen, W.; Wang, J.; Feng, L. Hydrodynamics and mixing process in a horizontal

self-cleaning opposite-rotating twin-shaft kneader. Chem. Eng. Sci. 2021, 241, 116700. [CrossRef]
9. Danckwerts, P.V. The definition and measurement of some characteristics of mixtures. Appl. Sci. Res. Sect. A 1952, 3, 279–296.

[CrossRef]
10. Connelly, R.K.; Kokini, J.L. Examination of the mixing ability of single and twin screw mixers using 2D finite element method

simulation with particle tracking. J. Food Eng. 2007, 79, 956–969. [CrossRef]
11. Tolt, T.; Feke, D.L. Analysis and application of acoustics to suspension processing. Proc. Intersoc. Energy Convers. Eng. Conf. 1988,

4, 327–331.
12. Yang, H.-H.; Manas-Zloczower, I. Flow field analysis of the kneading disc region in a co-rotating twin screw extruder. Polym. Eng.

Sci. 1992, 32, 1411–1417. [CrossRef]
13. Wang, J.; Tan, G.; Wang, J.; Feng, L.F. Numerical study on flow, heat transfer and mixing of highly viscous non-newtonian fluid in

Sulzer mixer reactor. Int. J. Heat Mass Transf. 2022, 183, 122203. [CrossRef]
14. Pandey, V.; Maia, J.M. Comparative computational analysis of dispersive mixing in extension-dominated mixers for single-screw

extruders. Polym. Eng. Sci. 2020, 60, 2390–2402. [CrossRef]
15. Zhu, X.Z.; Wang, G.; He, Y.D. Numerical Simulation of Temperature and Mixing Performances of Tri-screw Extruders with

Non-isothermal Modeling. Res. J. Appl. Sci. Eng. Technol. 2013, 5, 3393–3401. [CrossRef]
16. Venczel, M.; Bognár, G.; Veress, Á. Temperature-Dependent Viscosity Model for Silicone Oil and Its Application in Viscous

Dampers. Processes 2021, 9, 331. [CrossRef]
17. Bird, R.B.; Stewart, W.E.; Lightfoot, E.N. Transport Phenomena; John Wiley & Sons, Inc.: Hoboken, NJ, USA, 2007.
18. Tomar, A.S.; Harish, K.G.; Prakash, K.A. Numerical estimation of thermal load in a three blade vertically agitated mixer. E3S Web

Conf. 2019, 128, 08004. [CrossRef]

http://www.rheology.org/sor/publications/rheology_b/Jan97/mixing.pdf
https://doi.org/10.1002/masy.19961120112
https://doi.org/10.1016/S0263-8762(97)80004-4
https://doi.org/10.1002/jctb.5010040504
https://doi.org/10.3390/polym15081938
https://doi.org/10.1002/pen.24963
https://doi.org/10.1016/j.ces.2021.116700
https://doi.org/10.1007/BF03184936
https://doi.org/10.1016/j.jfoodeng.2006.03.017
https://doi.org/10.1002/pen.760321903
https://doi.org/10.1016/j.ijheatmasstransfer.2021.122203
https://doi.org/10.1002/pen.25478
https://doi.org/10.19026/rjaset.5.4585
https://doi.org/10.3390/pr9020331
https://doi.org/10.1051/e3sconf/201912808004


Polymers 2024, 16, 2675 16 of 16

19. Duan, G.; Takemi, T. Predicting Urban Surface Roughness Aerodynamic Parameters Using Random Forest. J. Appl. Meteorol. Clim.
2021, 60, 999–1018. [CrossRef]

20. N., G.; Jain, P.; Choudhury, A.; Dutta, P.; Kalita, K.; Barsocchi, P. Random Forest Regression-Based Machine Learning Model for
Accurate Estimation of Fluid Flow in Curved Pipes. Processes 2021, 9, 2095. [CrossRef]

21. Comminal, R.; da Silva, W.R.L.; Andersen, T.J.; Stang, H.; Spangenberg, J. Influence of Processing Parameters on the Layer Geometry
in 3D Concrete Printing: Experiments and Modelling; Springer International Publishing: Cham, Switzerland, 2020; pp. 852–862.
[CrossRef]

22. Jacobsen, S.; Cepuritis, R.; Peng, Y.; Geiker, M.R.; Spangenberg, J. Visualizing and simulating flow conditions in concrete form
filling using pigments. Constr. Build. Mater. 2013, 49, 328–342. [CrossRef]

23. Hirt, C.W.; Nichols, B.D. Volume of fluid (VOF) method for the dynamics of free boundaries. J. Comput. Phys. 1981, 39, 201–225.
[CrossRef]

24. Einstein, A. Eine neue Bestimmung der Moleküldimensionen. Ann. Phys. 1906, 324, 289–306. [CrossRef]
25. Manas-Zloczower, I.; Feke, D.L. Analysis of Agglomerate Separation in Linear Flow Fields. Int. Polym. Process. 1988, 2, 185–190.

[CrossRef]
26. Manas-Zloczower, I.; Feke, D.L. Analysis of Agglomerate Rupture in Linear Flow Fields. Int. Polym. Process. 1989, 4, 3–8.

[CrossRef]
27. Takagaki, K.; Ito, T.; Arai, H.; Obata, Y.; Takayama, K.; Onuki, Y. The Usefulness of Definitive Screening Design for a Quality

by Design Approach as Demonstrated by a Pharmaceutical Study of Orally Disintegrating Tablet. Chem. Pharm. Bull. 2019, 67,
1144–1151. [CrossRef]

28. Jung, U.-H.; Kim, J.-H.; Kim, J.-H.; Park, C.-H.; Jun, S.-O.; Choi, Y.-S. Optimum design of diffuser in a small high-speed centrifugal
fan using CFD & DOE. J. Mech. Sci. Technol. 2016, 30, 1171–1184. [CrossRef]

29. Lira, J.O.B.; Riella, H.G.; Padoin, N.; Soares, C. CFD + DoE optimization of a flat plate photocatalytic reactor applied to NOx
abatement. Chem. Eng. Process.-Process Intensif. 2020, 154, 107998. [CrossRef]

30. Ferry, J.D.; Parks, G.S. Viscous Properties of Polyisobutylene. Physics 1935, 6, 356–362. [CrossRef]
31. Rajavathsavai, D.; Khapre, A.; Munshi, B. Study of mixing behavior of cstr using CFD. Braz. J. Chem. Eng. 2014, 31, 119–129.

[CrossRef]
32. Ho, T.K. Random decision forests. In Proceedings of the 3rd International Conference on Document Analysis and Recognition,

Montreal, QC, Canada, 14–16 August 1995; pp. 278–282. [CrossRef]
33. Saha, S.; Roy, J.; Pradhan, B.; Hembram, T.K. Hybrid ensemble machine learning approaches for landslide susceptibility mapping

using different sampling ratios at East Sikkim Himalayan, India. Adv. Space Res. 2021, 68, 2819–2840. [CrossRef]
34. Bendixen, M.R. Experimental and Numerical Analysis of Mixing for Adhesive Barriers; Technical University of Denmark: Lyngby,

Denmark, 2023; ISBN 8774757806/9788774757801.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.1175/JAMC-D-20-0266.1
https://doi.org/10.3390/pr9112095
https://doi.org/10.1007/978-3-030-49916-7_83
https://doi.org/10.1016/j.conbuildmat.2013.08.027
https://doi.org/10.1016/0021-9991(81)90145-5
https://doi.org/10.1002/andp.19063240204
https://doi.org/10.3139/217.880185
https://doi.org/10.3139/217.890003
https://doi.org/10.1248/cpb.c19-00553
https://doi.org/10.1007/s12206-016-0221-7
https://doi.org/10.1016/j.cep.2020.107998
https://doi.org/10.1063/1.1745277
https://doi.org/10.1590/S0104-66322014000100012
https://doi.org/10.1109/ICDAR.1995.598994
https://doi.org/10.1016/j.asr.2021.05.018

	Introduction 
	Methodology 
	Material and Mixer Information 
	Numerical Model 
	Design of Experiments 
	Bootstrap Forest 

	Results and Discussion 
	Velocity Profile 
	Temperature Profile 
	Dispersive Mixing 
	Distributive Mixing 
	Bootstrap Forrest 
	Dispersive Modeling 
	Distributive Mixing Index 


	Conclusions 
	References

