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Effectiveness 
of data‑augmentation on deep 
learning in evaluating rapid on‑site 
cytopathology at endoscopic 
ultrasound‑guided fine needle 
aspiration
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Rapid on‑site cytopathology evaluation (ROSE) has been considered an effective method to increase 
the diagnostic ability of endoscopic ultrasound‑guided fine needle aspiration (EUS‑FNA); however, 
ROSE is unavailable in most institutes worldwide due to the shortage of cytopathologists. To 
overcome this situation, we created an artificial intelligence (AI)‑based system (the ROSE‑AI system), 
which was trained with the augmented data to evaluate the slide images acquired by EUS‑FNA. This 
study aimed to clarify the effects of such data‑augmentation on establishing an effective ROSE‑AI 
system by comparing the efficacy of various data‑augmentation techniques. The ROSE‑AI system 
was trained with increased data obtained by the various data‑augmentation techniques, including 
geometric transformation, color space transformation, and kernel filtering. By performing five‑fold 
cross‑validation, we compared the efficacy of each data‑augmentation technique on the increasing 
diagnostic abilities of the ROSE‑AI system. We collected 4059 divided EUS‑FNA slide images from 
36 patients with pancreatic cancer and nine patients with non‑pancreatic cancer. The diagnostic 
ability of the ROSE‑AI system without data augmentation had a sensitivity, specificity, and accuracy 
of 87.5%, 79.7%, and 83.7%, respectively. While, some data‑augmentation techniques decreased 
diagnostic ability, the ROSE‑AI system trained only with the augmented data using the geometric 
transformation technique had the highest diagnostic accuracy (88.2%). We successfully developed a 
prototype ROSE‑AI system with high diagnostic ability. Each data‑augmentation technique may have 
various compatibilities with AI‑mediated diagnostics, and the geometric transformation was the most 
effective for the ROSE‑AI system.

Endoscopic ultrasound-guided fine needle aspiration (EUS-FNA) has recently become widely used, and a high 
diagnostic ability for pancreatic solid lesions has been  reported1–3. However, there is significant variability in 
the diagnostic ability of EUS-FNA among different facilities, and a certain number of patients require repetitive 
EUS-FNA due to a lack of adequate  tissue4. Several factors, such as the number of needle passes, needle type, 
needle size, and endoscopists’ experience, are associated with the diagnostic ability of EUS-FNA3. Repetitive 
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EUS-FNA lead to the physical and financial burden on patients, and methods to improve the diagnostic ability 
of EUS-FNA are necessary.

Rapid on-site cytopathology evaluation (ROSE) is performed on-site by a cytopathologist. It is an effective 
method to increase the diagnostic ability of EUS-FNA by providing immediate feedback on the characteristics 
and adequacy of the  samples5,6. However, ROSE is unavailable in most institutions worldwide due to the short-
age of  cytopathologists7.

Recently, image recognition using a convolutional neural network (CNN) or transformer based on artificial 
intelligence (AI) has been used in various fields, including  gastroenterology8. The replacement of manual ROSE 
with AI for ROSE will reduce the work of cytopathologists and the difference in diagnostic ability between the 
facilities. There are reports using deep learning in the pathological classification of pancreatic solid masses by 
a relatively small sample size of cytopathological slides from EUS-FNA9,10. Notably, many training images are 
required to create AI models with high accuracy; however, the collection and annotation of training images 
require great effort from medical specialists. The comprehensiveness of the data is vital in establishing efficient 
machine-learning models. Therefore, the differences between technicians and facilities during specimen pro-
cessing pose a significant barrier to generalizability. In recent years, data-augmentation with various techniques 
has been reported as a valuable method for generating many image datasets from a small image dataset for 
training  AI11,12. Data-augmentation may provide a solution to guarantee data comprehensiveness. However, to 
our knowledge, no study has compared the effectiveness of various data-augmentation techniques for optimal 
image datasets of AI training in the gastroenterological or pathological fields. We developed a computer-assisted 
diagnostic system for ROSE using the transformer-based AI (ROSE-AI system); however, the performance 
depends on the training images augmented by various data-augmentation techniques. This study aimed to verify 
the beneficial effects of the ROSE-AI system, which was trained by the augmented images, and to compare the 
effectiveness of various data-augmentation techniques.

Methods
Training data for the ROSE AI system
The ROSE-AI system was trained using slide images from patients who underwent EUS-FNA for solid pancre-
atic masses at Okayama University Hospital between April 2019 and September 2022. We collected EUS-FNA 
slides from patients with pancreatic and non-pancreatic cancer. All non-cancer patients were confirmed to have 
pathological findings of no malignancy by two experienced certified cytopathologists and underwent at least 
6 months of follow-up with no rapid progression of pancreatic disease. Clinicopathological data, such as age, 
sex, size, and location of the lesions, were obtained from medical records. All patients provided written informed 
consent for the EUS-FNA.

Experienced endoscopists or trainees performed EUS-FNA using a curved linear array scanning scope (GF-
UCT260; Olympus, Tokyo, Japan, or EG 580 UT; Fujifilm Co., Tokyo, Japan). Under endosonographic guidance, 
a needle puncture was performed using color Doppler to avoid vessels in the region. The needle type and size 
were determined at an endo-sonographer’s discretion. For each puncture, a cytopathological slide was prepared 
from the expressed material, air-dried, and Diff-Quik-stained by cytopathologists. The puncture procedure was 
repeated until an adequate specimen was obtained using ROSE.

Algorithm and design of the artificial intelligence system
The establishment of the transformer-based AI system is shown in Fig. 1. First, EUS-FNA slides were digitized 
as whole-slide images (WSI) using a virtual slide scan (VENTANA iScan HT; Roche, Basel, Switzerland). The 
WSIs were then divided into smaller images (256 × 256 pixels). The divided images in which the ratio of the area 
with stained cells to the total image area exceeded a threshold (≥ 0.03) were automatically extracted for training 
data. The divided images were preprocessed for stain color normalization to maintain consistency. The divided 
images from the WSI were used for AI training to detect cancer cells automatically. The divided images were 
classified and annotated as those with and without cancer cells.

The ROSE-AI system was established using a transformer-based model, the Vision  transformer13. Transform-
ers are a type of artificial neural network used in deep learning that has been used to analyze visual imagery. In 
our study, we adopted the Vision transformer model, which resized the input image to 224 × 224 pixels and then 
divided it into patches of 16 × 16 pixels. This model comprised 12 transformer layers, with a hidden size of 768 
and multi-head attention of 12 heads. The total number of parameters was approximately 86 million. Of note, 
positional encoding was learnable within the model. For the final classification, the last layer of the model was 
replaced with a fully connected layer, and the original number of classes was modified to fit two classes of this 
study. This customization allowed the model to be adjusted to fit the specific task of this study. In this study, we 
performed a five-fold cross-validation due to the difficulty of collecting many images. The images of four-five 
from each group’s images were used as the training dataset, and the images of one-five from each group were 
used as the testing dataset. For each fold of the five-fold cross-validation, the dataset was randomly partitioned 
into training and validation sets in an 8:2 ratio, and each fold was experimented with approximately 3320 test 
images and 830 validation images. However, a separate test set was held out for final evaluation. The transformer 
was trained using the dataset and validated using the PyTorch deep learning framework. Notably, all layers of 
the transformer were fine-tuned from the weights of ImageNet using stochastic gradient descent as an optimizer 
with a learning rate of 0.0001, 100 epochs, and a batch size 32. The appropriate learning rate was determined 
through repeated trial and error. The optimal number of epochs with the lowest loss points in the validation set 
was selected. Finally, a layer-wise relevance propagation (LRP) method was used to visualize and evaluate our 
AI  system14.
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Figure 1.  Procedures to establish the ROSE-AI system in this study. At first, we collected EUS-FNA slides with 
Diff-Quik stained. Next, using a virtual slide scan, EUS-FNA slides were digitized as whole-slide images (WSI). 
The WSIs were then divided into smaller images (256 × 256 pixels), and the divided images were classified and 
annotated as those with and without cancer cells. Data augmentation was performed to increase the number of 
original data points. The ROSE-AI system was established using a transformer-based model, and we performed 
five-fold cross-validation.

Figure 2.  Examples of data augmentation techniques. We used three data augmentation techniques: geometric 
transformations, color-space transformations, and kernel filtering. Geometric transformations included 
perspective transformations, rotation, flipping, Gaussian noise, and cropping. Color-space transformations 
included brightness, contrast, and saturation adjustments. Gaussian blur was applied as Kernel filtering.
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Comparison of ROSE‑AI systems with different data‑augmentation techniques
We used three data-augmentation techniques: geometric transformations, color-space transformations, and 
kernel filtering (Fig. 2). Geometric transformation is a common data-augmentation technique, and it has the 
advantage of preserving cell morphology even after data-augmentation by rotation, flip and crop. When perform-
ing ROSE, factors such as lighting conditions, microscope performance, and staining variations across facilities 
could potentially affect the images. Therefore, color space transformation ensured generalizability, and kernel 
filtering was used to adapt minor blurriness in microscope images. Details of the data-augmentation techniques 
used in this study are shown in Table 1. The data-augmentation formulae used are shown in Supplemental Fig. 1 
15–22. Transformations by data-augmentation are associated with probability and magnitude. Data-augmentation 
was performed to increase the number of original data points. Each time an image is loaded into memory, the 
data-augmentation techniques are applied according to their respective probabilities and magnitude. We com-
pared the diagnostic abilities of ROSE-AI systems alone and in combination with the three data-augmentation 
techniques. All methods were performed according to relevant guidelines and regulations.

Geometric transformations
Geometric transformations include perspective transformations, rotation, flipping, Gaussian noise, and crop-
ping. The perspective transformation was randomly performed with a probability of 50% and a magnitude of 
0.2. Rotation was randomly performed with a probability of 100% and a magnitude of -10° to + 10°. For flipping, 
horizontal and vertical flips were randomly applied with a probability of 50% each. Gaussian noise was applied 
with a probability of 50%, and the noise followed a Gaussian distribution with a mean of 0 and variance in the 
range of (10, 50). A crop with a probability of 100% was selected by randomly cutting out a region. In geometric 
transformations, all these methods were applied simultaneously.

Color‑space transformations
Color-space transformations include brightness, contrast, and saturation adjustments. Brightness adjustment 
was performed with a probability of 100% by randomly adjusting the magnitude between 0.9 and 1.5. Contrast 
adjustment was applied with a probability of 100% by randomly adjusting the magnitude between 0.9 and 1.3. 
Saturation adjustment was performed with a probability of 100% by randomly adjusting the magnitude between 
0.8 and 1.4. In color space transformations, all these methods were applied simultaneously.

Kernel filtering
Gaussian blur was applied with a probability of 100% using a filter with a kernel size (3,3) and standard devia-
tion ranging (0.01, 2.0).

Combination of data augmentation techniques
Each method’s probability and magnitude remained the same as those described above using a combination of 
data-augmentation techniques.

Statistical analyses
Categorical variables were reported as percentages, whereas continuous variables were reported as median and 
interquartile range (IQR). The diagnostic ability was determined regarding sensitivity, specificity, and accuracy 
for diagnosing “Cancer” with a 95% confidence interval (CI). The receiver operating characteristic (ROC) curve 
and area under the curve (AUC) of the classification accuracy of the ROSE-AI system were described and calcu-
lated. Analyses were performed using Mac’s JMP Pro15 software program (SAS Institute Inc., Cary, NC, USA).

Ethical consideration
This study was approved by our hospital’s Institutional Review Board (approval number: 1908–057).

Table 1.  List of the data-augmentation techniques used in this study.

Category Name of method Description

Geometric transformations Perspective transformation Transform the image from three-dimensional coordinates to two-dimen-
sional coordinates by magnitude degrees

Rotation Rotate the image by magnitude degrees

Flip Horizontal and vertical reversal of the image

Gaussian noise Add noise to the image by magnitude degrees

Crop A portion of the original image is randomly selected and removed

Color space transformations Brightness adjustment Adjust the brightness by magnitude degrees

Contrast adjustment Adjust the contrast by magnitude degrees

Saturation adjustment Adjust saturation by magnitude degrees

Kernel filtering Gaussian blur The image is slightly blurred or smoothed out by magnitude degrees
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Results
Patient characteristics of training data
Seventy EUS-FNA slides were collected from 45 patients. A total of 36 cases (55 EUS-FNA slides) of pancreatic 
cancer and nine cases (six cases of autoimmune pancreatitis, three cases of chronic pancreatitis, and 15 EUS-
FNA slides) of non-pancreatic cancer were included. From these slides, we prepared 2,079 divided images with 
cancer cells and 2,080 with non-cancer cells as the training data. Datasets of images that were increased by data-
augmentation were used for the analysis.

Patient characteristics are shown in Table 2. The median age of the patients was 70 years (IQR: 67–77), and 
58% were males. Regarding the disease location, the pancreas’s head, body, and tail accounted for 40%, 38%, 
and 22%, respectively. Among them, 80% of the final cytological diagnoses were adenocarcinomas; the rest were 
non-malignant. Consistently, the final diagnoses using the tissue pathology were pancreatic cancer (n = 36; 80%), 
autoimmune pancreatitis (n = 6; 13%), and chronic pancreatitis (n = 3; 7%).

Comparison of diagnostic ability of the ROSE‑AI system trained with different data‑augmen‑
tation techniques
The diagnostic ability of the ROSE-AI system, which automatically evaluates the images of slides obtained by 
EUS-FNA without data-augmentation, had a sensitivity, specificity, and accuracy of 87.5% (95% CI 86.6–88.8), 
79.7% (95% CI 78.5–80.7), and 83.7% (95% CI 82.6–84.7), respectively. Representative images of the ROSE-AI 
system detecting cancer cells are presented in Fig. 3.

The diagnostic abilities of the ROSE-AI system trained with each data-augmentation technique are shown 
in Table 3. Using individual data-augmentation technique, the sensitivity, specificity, and accuracy were 91.4% 
(95% CI 90.4–92.3), 85.0% (95% CI 84.0–85.9), and 88.2% (95% CI 87.2–89.1) in geometric transformations, 

Table 2.  Clinical characteristics of the patients in the present study. IQR, Interquartile range.

Parameters

Age, median (IQR), years 70 (67–77)

Sex, male, n (%) 26 (58)

Size of the lesion, median (IQR), cm 25 (18–36)

Location, n (%)

Head 18 (40)

Body 17 (38)

Tail 10 (22)

Cytopathological diagnosis, n (%)

Adenocarcinoma 36 (80)

Non-malignancy 9 (20)

Final diagnosis, n (%)

Pancreatic cancer 36 (80)

Autoimmune pancreatitis 6 (13)

Chronic pancreatitis 3 (7)

Figure 3.  Representative images of the ROSE-AI system detecting cancer cells. A layer-wise relevance 
propagation (LRP) method was used to visualize and evaluate the ROSE-AI system. (a) Original image. (b) 
Enhanced image by LRP method: ROSE-AI system focuses on the red area.
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87.2% (95% CI 86.1–88.3), 77.8% (95% CI 76.6–78.9), and 82.6% (95% CI 81.3–83.6) in color space transforma-
tions, 87.1% (95% CI 84.5–89.2), 76.3% (95% CI 73.8–78.4), and 81.8% (95% CI 79.3–83.9) in kernel filtering, 
respectively. When multiple data-augmentation techniques were used in combination, the sensitivity, specific-
ity, and accuracy were 86.7% (95% CI 85.5–87.8), 68.7% (95% CI 67.5–69.8), and 77.7% (95% CI 76.5–78.8) in 
geometric and color space transformations, 84.6% (95% CI 81.9–86.8), 76.2% (95% CI 73.6–78.5) and 80.4% 
(95% CI 77.8–82.3) in color space transformations and kernel filtering, 91.9% (95% CI 89.9–93.4), 83.5% (95% 
CI 81.6–84.9), and 87.7% (95% CI 85.8–89.2) in kernel filtering and geometric transformations, 86.8% (95% CI 
84.2–89.1), 73.7% (95% CI 71.1–75.9), and 80.4% (95% CI: 77.8–82.3) in geometric and color space transforma-
tions and kernel filtering, respectively.

The ROC curves for the ROSE-AI system with each data-augmentation technique are shown in Fig. 4. The 
AUC for the ROSE-AI system without data-augmentation was 0.902. Using individual data-augmentation tech-
niques, the AUCs were 0.954 for geometric transformations, 0.896 for color space transformations, and 0.895 for 
kernel filtering. Using a combination of data-augmentation techniques, the AUCs were 0.873 for geometric and 
color space transformations, 0.887 for color space transformations and kernel filtering, 0.946 for kernel filtering 
and geometric transformations, and 0.881 for geometric and color space transformations and kernel filtering. 
Therefore, the ROSE-AI system trained only with the augmented data using the geometric transformation tech-
nique had the highest diagnostic accuracy.

Table 3.  Diagnostic ability of the AI system with each data-augmentation method. AI, Artificial intelligence. 
PPV, Positive predictive value. NPV, Negative predictive value. G, Geometric transformations. C, Color space 
transformations. K, Kernel filtering.

Sensitivity Specificity Accuracy PPV NPV

No data-augmention 87.5 79.7 83.7 81.8 86.7

G 91.4 85.0 88.2 86.7 91.7

C 87.2 77.8 82.6 80.0 86.1

K 87.1 76.3 81.8 79.5 85.7

G + C 86.7 68.7 77.7 74.1 83.6

C + K 84.6 76.2 80.4 78.8 83.5

K + G 91.9 83.5 87.7 85.1 92.0

G + C + K 86.8 73.7 80.4 77.4 85.1

Figure 4.  The ROC curves for diagnosing pancreatic cancer by the ROSE-AI system using different data-
augmentation techniques. The diagnostic performance for each data augmentation method is shown. The 
ROSE-AI system trained only with the augmented data using the geometric transformation technique had the 
highest diagnostic accuracy (AUC = 0.954). ROC, receiver operating characteristic; AUC, area under the curve; 
G, geometric transformations; C, color space transformations; K, kernel filtering.
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Discussion
Recently, computer-aided diagnosis (CAD) using AI models has been developed in various clinical fields to 
support the shortage of  pathologists23,24. This shortage also results in a disincentive for the popularization of 
ROSE in EUS-FNA7. If the ROSE-AI system is put into practical use and becomes widespread, it will reduce the 
burden of cytopathologists and the difference in diagnostic ability between facilities. It is also expected to reduce 
patients’ physical and financial burdens from reexamination and readmission.

ROSE-AI system is expected to be widely used instead of the conventional effort-consuming ROSE. Pre-
vious studies have reported the effectiveness of deep learning in the pathological classification of pancreatic 
solid masses in EUS-FNA9,10. One study using deep learning methods reported that the diagnostic accuracy 
was 83.4% in internal validation and 88.7% in external validation using 467 digitized  images9. However, in the 
study, there was an imbalance in the number of images used across the categories due to a shortage of images. 
Another study reported that the AUC for cancer diagnosis using the AI with deep learning was 0.95810. They also 
showed generalizable and robust performance on internal datasets, external datasets, and subgroup analysis. In 
addition, the performance of their system was superior to that of trained endoscopists and comparable to that 
of cytopathologists on their testing datasets. An AI system with excellent performance does not always lead to 
general usage clinically in the real world because of its bias due to the insufficient datasets used for the training. 
Data comprehensiveness is essential to ensure the generalizability of the ROSE-AI system, which requires large 
quantities of datasets. Obtaining sufficient training data to improve diagnostic ability remains a major challenge 
in creating the ROSE-AI system. Indeed, pathological re-evaluation requires significant effort when creating a 
training dataset from EUS-FNA slides.

Data-augmentation has been reported as a valuable technique to compensate for efficient learning in AI 
 training11,12. It has the advantage of increasing the amount of training data by creating new images from the 
original images. AI training with data-augmentation has been reported as a useful technique for creating AI 
systems that detect Barrett’s esophagus and colorectal polyps in  gastroenterology25,26. However, few reports 
focus on the differences among data-augmentation techniques in the deep learning approach for CAD. One 
study compared the data-augmentation techniques of rotation, scaling, and distortion, and the rotation tech-
nique was the only method to improve the diagnostic ability for peripheral blood leukocyte recognition in the 
field of  hematology27. Another study optimized data-augmentation and CNN hyperparameters for detecting 
coronavirus disease 2019 from chest radiographs regarding validation  accuracy28. The study evaluated common 
augmentation techniques in the chest radiograph classification literature (resize value, resize method, rotate, 
zoom, warp, light, flip, and normalize), recently proposed methods (mixup and random erasing), and combina-
tions of these methods. Individual data-augmentation methods yielded slightly increased task performance, and 
“Rotate” showed the highest AUC (0.965) performance. In addition, the combination of these optimized methods 
significantly improved the performance. Therefore, optimal data-augmentation techniques are effective for the 
efficient training datasets for AI.

To our knowledge, this is the first report to compare various data-augmentation techniques on the AI sys-
tem of ROSE. Our study demonstrates that data-augmentation influences the performance of an AI system. 
Data-augmentation may provide a solution to guarantee data comprehensiveness. However, it seems there are 
compatibilities between various data-augmentation techniques and the contents of AI training. This study also 
demonstrated that combining various data-augmentation techniques does not necessarily produce synergistic 
effects. Therefore, we should select the highly effective data-augmentation technique from different techniques. 
Cytological diagnosis is based on the characteristics of cells or cell clusters, such as nuclear enlargement, variabil-
ity in nuclear size, and irregularity of nuclear margins. Therefore, techniques such as color space transformations 
and kernel filtering may render the morphology unclear and work unfavorably in cellular diagnosis. Geometric 
transformations may be more useful than other data-augmentation techniques in the ROSE-AI system and other 
morphological diagnostic AI systems, such as endoscopic and computed tomography (CT)/magnetic resonance 
imaging (MRI) images. One study demonstrated that geometric transformations help detect prostate cancer in 
diffusion-weighted MRI using a  CNN29. However, the study reported that the noise augmentation method’s 
effect is insignificant. There are various techniques, including perspective transformation, rotation, flip, noise, 
and crop in geometric transformations, and the effectiveness of each technique may vary in terms of improving 
diagnostic performance. We tried to select the best effective technique from various data-augmentation tech-
niques for the ROSE-AI system. However, because the advances in this field are much faster than we expected, 
new data-augmentation techniques other than those we used may become more suitable.

Various recommendations have been made for the development of AI systems with a focus on societal 
 implementation30. Efficient and continuous data-collection, annotation, and data-augmentation are essential 
for creating such high-quality systems. Currently, the construction of large-scale registries and datasets for 
the development of AI systems is being planned and  executed31. By managing the data with considering data 
augmentation from the collection stage, AI system can be more efficiently  developed32. Additionally, flexible 
annotation of training data is important according to the product  concept33. To develop AI systems that can 
be socially implemented, it is crucial to build a well-coordinated team of specialists, including data managers, 
programmers, and clinical physicians.

This study has some limitations. First, the training and evaluation of the AI system were performed using 
data collected retrospectively from only one institution. The detailed methods for creating pathological slides 
vary among facilities. Therefore, it is unclear whether the ROSE-AI system can be used with the same diagnostic 
ability at other facilities if the training data are collected from only one facility. Second, our study was analyzed 
using five-fold cross-validation, and we could not perform a validation study using new images. In the future, 
prospective studies should be conducted to further evaluate the value of the ROSE-AI system in the diagno-
sis of EUS-FNA in clinical practice. To evaluate the actual usefulness of the ROSE-AI system, comparing the 
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diagnostic abilities of ROSE-AI, endoscopists, and pathologists through external validation is also necessary. 
Third, we evaluate the small types of pancreatic diseases, including pancreatic cancers, autoimmune pancreatitis, 
and chronic pancreatitis. Accordingly, evaluation including other pancreatic diseases such as neuroendocrine 
neoplasms and solid pseudopapillary neoplasms is necessary in the next stage.

In conclusion, the geometric transformation technique is the most useful technique for training the ROSE-
AI system. We believe the efficient ROSE-AI system will soon assist endoscopists in performing ROSE where 
cytopathologists are unavailable.

Data availability
The datasets analyzed during the current study are available from the corresponding author on reasonable 
request.
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