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Abstract

In eukaryotes, single cells in a population display different transcriptional pro-

files. One of the factors regulating this heterogeneity is the chromatin state in

each cell. However, the mechanisms of epigenetic chromatin regulation of spe-

cific chromosomal regions remain unclear. Therefore, we used single-cell

tracking system to analyze IMD2. IMD2 is located at the subtelomeric region

of budding yeast, and its expression is epigenetically regulated by heterochro-

matin fluctuations. Treatment with mycophenolic acid, an inhibitor of de novo

GTP biosynthesis, triggered a decrease in GTP, which caused heterochromatin

fluctuations at the IMD2 locus. Interestingly, within individually tracked cells,

IMD2 expression state underwent repeated switches even though IMD2 is posi-

tioned within the heterochromatin region. We also found that 30% of the cells

in a population always expressed IMD2. Furthermore, the addition of nicotin-

amide, a histone deacetylase inhibitor, or guanine, the GTP biosynthesis factor

in salvage pathway of GTP biosynthesis, regulated heterogeneity, resulting in

IMD2 expression being uniformly induced or suppressed in the population.

These results suggest that gene expression heterogeneity in the IMD2 region is

regulated by changes in chromatin structure triggered by slight decreases

in GTP.
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1 | INTRODUCTION

Gene expression is regulated by chromatin structure. In
regions of active genes, nucleosomes are separated from
each other, creating a relaxed chromatin structure known
as euchromatin. In contrast, within regions where gene
are silenced, individual nucleosomes converge, forming a
condensed chromatin structure known as heterochroma-
tin. These characteristic chromatin structures are stably

maintained and transmitted across cell divisions. How-
ever, not all chromatin states are maintained throughout
life; chromatin structures can change during develop-
ment and differentiation due to changes in gene expres-
sion patterns.

In Saccharomyces cerevisiae, the HM, rDNA, and telo-
mere regions are known to be transcriptionally silenced
(Gartenberg & Smith, 2016; Rusche et al., 2003; Sun
et al., 2011). The rDNA region is silenced by the
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Sir2-containing RENT complex (Ghidelli et al., 2001;
Smith & Boeke, 1997), whereas in the HM and telomere
regions, the Sir2/3/4 complex forms and maintains
hypoacetylated heterochromatin by means of
Sir2-mediated deacetylation of H4K16. It has also been
recently reported that the maintenance of stable silencing
state at HM region is dependent on the amount of Sir4
(Saxton & Rine, 2022). However, if the heterochromatin
region continues to expand, it also represses essential
genes; therefore, boundaries are formed at chromosomes
to inhibit Sir complex-mediated spreading (Kamata
et al., 2023; Oki et al., 2004; Oki & Kamakaka, 2002). The
reported boundary-formation mechanisms depend on
DNA sequence, such as the CHA1 gene promoter down-
stream of HML (Donze & Kamakaka, 2001) and the thre-
onine transfer RNA (tRNA) gene near HMR (Donze
et al., 1999; Donze & Kamakaka, 2001). In these charac-
teristic sequences, nucleosome-free regions form and
serve as boundaries (Oki & Kamakaka, 2005). Modified
histones may also act as boundaries. For example, H4K16
acetylation by Sas2 forms a boundary that prevents het-
erochromatin elongation at some telomeres (Kimura
et al., 2002; Kimura & Horikoshi, 2004; Suka et al., 2002).

Using budding yeast, we have developed a system to
track gene expression states in single cells and have
shown that heterochromatin spreading is regulated by
boundaries (Mano et al., 2013). Still, boundaries fluctuate
in response to the environment and cause heterochroma-
tin regions to spread and contract, resulting in the epige-
netic regulation of the expression state of nearby genes.
However, the physiological significance of fluctuations of
heterochromatin regions has yet to be clarified.

Contrary to budding yeast, heterochromatin in fission
yeast is formed in an H3K9me-dependent manner, and
anti-silencing factors suppress ectopic heterochromatin
formation. Epimutants have been recently reported to
have acquired drug resistance in response to caffeine by
changing the chromatin structure and forming novel het-
erochromatin regions (Torres-Garcia et al., 2020; Yaseen
et al., 2022). It has also been reported that small RNAs
epimutants were generated spontaneously in Caenorhab-
ditis elegans over the course of generations (Beltran
et al., 2020; Wilson et al., 2023). Thus, epimutants are tol-
erant to environmental changes and necessary for
homeostasis, but detailed mechanism by which epimu-
tants occur remain elucidated.

In this study, we focused on Inosine Monophosphate
Dehydrogenase 2 (IMD2), which encodes an inosinate
dehydrogenase (IMPDH) that catalyzes the reaction from
inosinic (IMP) to xanthosinic acid (XMP) through a de
novo GTP biosynthetic pathway (Hedstrom, 1999; Woods
et al., 1983). Budding yeast has the additional IMD2 para-
logs IMD1, IMD3, and IMD4 (Hyle et al., 2003). Among

these IMD gene families, the IMPDH encoded by IMD2
(Imd2) only has a unique amino acid structure that
makes it resistance to mycophenolic acid (MPA), a GTP
biosynthesis inhibitor. Therefore, IMD2 is essential for
growth in high concentration of MPA (Jenks &
Reines, 2005; McPhillips et al., 2004; Shaw et al., 2001).
IMD2 is also under the control of a unique DNA
sequence-dependent transcriptional regulatory mecha-
nism in response to GTP depletion. Initially, when GTP
is abundant in the cell, transcription is attenuated in the
repressor element (RE) region, and IMD2 is not expressed
(Davis & Ares Jr., 2006; Kopcewicz et al., 2007; Steinmetz
et al., 2006). However, when MPA or other factors reduce
GTP levels, the transcription start site switches from
upstream to downstream of the RE (Connell et al., 2022;
Escobar-Henriques et al., 2003; Escobar-Henriques &
Daignan-Fornier, 2001; Jenks et al., 2008; Kuehner &
Brow, 2008; Shaw & Reines, 2000). Thereby, IMD2
expression is regulated to maintain constant GTP levels
in vivo. IMD2 is also located near telomeres on the right
arm of chromosome VIII and is influenced by the repres-
sive activity of the Sir complex (Ellahi et al., 2015;
Mitsumori et al., 2016). Thus, IMD2 bears DNA
sequences that depend on transcriptional regulation and
are also predicted to undergo epigenetic regulation of
gene expression through heterochromatin formation.

In this study, we focused on IMD2 and analyzed its
heterochromatin fluctuations at the subtelomeric region
by single-cell tracking using a fluorescent protein as a
reporter to identify novel heterochromatin regulatory
mechanisms that respond to GTP levels.

2 | RESULTS

2.1 | IMD2 silencing is reversed in a
GTP-dependent manner

To identify genes affected by fluctuations in heterochro-
matin regions, we performed microarray-based gene
expression analysis using strains with disrupted SIR2,
SIR3, and SIR4, well-known markers of heterochromatin.
Additionally, we carried out chromatin immunoprecipi-
tation (ChIP) on chip analysis, focusing on the specific
localized region of Sir3 (Mitsumori et al., 2016). From
these results, we selected IMD2, which is located at the
telomere-proximal region of the right arm of chromo-
some VIII (Figure 1a). IMD2 encodes IMPDH, which is
involved in de novo GTP biosynthesis, and its expression
can be induced by MPA, an inhibitor of GTP biosynthe-
sis. Next, to confirm whether the Sir complex represses
IMD2 expression, we measured the expression level of
IMD2 by RT-qPCR using wild-type (WT) and SIR2
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(sir2Δ), SIR3 (sir3Δ), and SIR4 (sir4Δ) deletion strains
(Figure 1b). We found that IMD2 expression was upregu-
lated in each SIR disruption strain compared with the
WT, indicating that IMD2 expression is regulated by
the Sir complex.

Since IMD2 expression is induced in response to a
decrease in GTP, we hypothesized that heterochromatin
fluctuations at the IMD2 region would also depend on
GTP amount and analyzed changes in expression levels
as a function of MPA concentration in WT and sir3Δ
strains (Figure 1c). At 0.060 μg/mL MPA, the IMD2
expression level in the WT increased to the same level as
that in sir3Δ, indicating that IMD2 silencing is reversed at
0.060 μg/mL MPA. These results suggested the presence
of a regulatory mechanism that senses GTP depletion or
reduction, and acts on heterochromatin at the IMD2
region at an earlier stage than that of the DNA sequence-
dependent transcriptional regulation reported by Brow
et al. (Kuehner & Brow, 2008).

2.2 | Heterochromatin stability differs
from cell to cell

To track changes in IMD2 expression in individual cells,
we developed a yeast strain to be used with our
previously-developed single-cell tracking system (Mano
et al., 2013). First, we generated strain FUY1584 to serve
as an internal control for the quantification of fluorescence
intensity, for which a fusion of H2B and the mCherry cod-
ing sequence was inserted into the euchromatin region of

WT (BY4742) (Figure S1, left panel). Next, we constructed
the IMD2 expression strain (FUY1735) for single-cell
tracking experiments. In FUY1735, the IMD2 promoter
region, which regulates DNA sequence-dependent tran-
scription, was retained, and the IMD2 open reading frame
was replaced by H2B-EYFP (Figure S1, right panel). To test
whether deletion of IMD2 affects growth, we added MPA
to FUY1735 and confirmed that no abnormal growth
effect was observed (Figure S2). This suggests that while
the addition of low concentrations of MPA induces IMD2
expression, it does not impact cell growth. Thus, we tested
the extent at which different concentrations of MPA
(0, 0.015, 0.075, and 0.150 μg/mL) induced expression in
individual cells. To do this, tracking was initiated with a
single cell, and MPA was added after 5 h and followed
until 15 h (Figure 2a, Movie EV1, EV2, EV3, and EV4).
We observed that EYFP increased as a function of MPA
concentration, indicating that IMD2 expression, induced
by MPA, can be quantified at the single-cell level. There-
fore, we randomly selected 10 cells for each MPA concen-
tration and quantified the expression state changes from
0 to 12 h at hourly intervals (Figure 2b). We found that
induction of IMD2 expression depended on MPA concen-
tration, but its expression level after induction differed
from cell to cell. This result suggests that the stability of
heterochromatin in the IMD2 region varies among cells.
Interestingly, some of the cells expressed IMD2 weakly
even before the addition of MPA. This indicates that het-
erochromatin fluctuations differ from cell to cell before
GTP depletion and that GTP regulates the expression level
of IMD2.

FIGURE 1 IMD2 silencing

is released in a GTP-dependent.

(a) Schematic diagram showing

the last 20 kb of the right arm of

chromosome VIII. (b) IMD2

expression was analyzed by RT-

qPCR. Data were normalized to

the wild-type (WT). Asterisks

indicate p < .05 compared with

the WT (Student's T-test).

(c) IMD2 expression levels upon

treatment with mycophenolic

acid (MPA) were analyzed by

RT-qPCR. Data were normalized

to WT (MPA 0 μg/mL). Asterisks

indicate p < .05 compared with

the WT at each MPA

concentration (Student's T-test).
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2.3 | IMD2 is heterogeneously expressed
in cell populations

To confirm the expression status of IMD2 in the absence
of MPA or GTP depletion, single-cell tracking was per-
formed in YPD for 10 h at 15 min intervals. We found
that the EYFP intensity fluctuated, and the expression

state of IMD2 switched many times despite the absence
of the MPA (Figure 3a and Movie EV5). Therefore, we
focused on the mother cell that initially expressed IMD2
and followed its expression status changes across genera-
tions. We found that IMD2 expression decreased gradu-
ally in the first 3 h, remained turned off from 3 to 6 h,
and increased thereafter (Figure 3b and Movie EV6). To

FIGURE 2 GTP-dependent

induction of IMD2 expression

differs between individual cells.

IMD2 expression was followed at

the single-cell level after the

addition of MPA. (a) Single-cell

tracking of the FUY1735 strain

with mycophenolic acid (MPA)

and fluorescent images acquired

at each time point (5, 10, and

15 h). Red, mCherry (control);

yellow, EYFP (IMD2). Scale

bars: 10 μm. (b) Ten cells were

selected randomly from the

tracking results in (a) and the

expression status of IMD2

(EYFP) in each cell was

measured.
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determine whether the regularity of this expression state
was observed in all daughter cells, we quantified the
expression change for the mother cell, whose initial

expression state was ON, as well as the 29 daughter cells
derived from it (Figure 3c, left panel). We found that the
IMD2 expression state varied from cell to cell after

FIGURE 3 Legend on next page.
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division, with 20% of cells always expressing IMD2, 27%
of cells maintaining IMD2 OFF, and 53% of cells switch-
ing between ON and OFF (Figure 3d, left panel). Next, to
confirm the influence of the mother cell, we followed
mother cells that did not express IMD2 at the initial stage
to examine changes in the expression status of daughter
cells (Figure 3c,d, right panel). We observed that the
expression status of one mother cell and the 29 daughter
cells derived from it included cells that remained ON
(23%), cells that remained OFF (13%), and cells that
switched between ON and OFF (63%), indicating that the
expression status of the mother cell did not affect
the daughter cell expression status.

Next, to determine whether the change in IMD2
expression depends on the cell cycle or happens stochas-
tically, we investigated the initiation of EYFP expression
to identify the cell cycle phase. During the cell cycle of
budding yeast, small protrusions emerge from G1 to S
phase, followed by the growth of daughter cells in size
throughout S phase, and culminating in mitosis during
G2/M phase. This progression in cell morphology allows
for the determination of the cell cycle. Among the 30 cells
whose initial mother cell was ON, the cell cycle was
delineated based on the morphology before and after the
transition in 13 cells where the expression changed from
OFF to ON (Figure 4a). EYFP expression was induced
from G1 to early S phase of the cell cycle. We then
focused on the ratio of ON/OFF cells in the cell popula-
tion with fluctuating expression status, which changes
with proliferation. The percentage of ON cells in the pop-
ulation was measured at 15 min intervals for 2.5 h after
the overall cell number reached ≥30 cells (Figure 4b).
Interestingly, the percentage of ON cells in the cell popu-
lation remained almost constant (30%–40%), even while
the cells proliferated. To explore the regulatory mecha-
nisms governing ON cells within these populations, we
overexpressed SIR3 (SIR3 OE) and assessed its impact on
both the proportion of ON cells and the heterogeneous
expression status of IMD2 among the cell population.
During single-cell tracking analysis with the SIR3 OE
strain in YM-uracil +2% galactose media, we analyzed
the percentage of ON cells every 30 min once the cell

count surpassed 30 cells. Our findings revealed that the
overexpression of SIR3 led to an increased repression of
IMD2 and a decrease in the rate of ON cells (<10%)
within the cell population (Figure S3). These results indi-
cate that IMD2 expression is influenced not only by the
cell cycle in individual cells but also by the chromatin
state of each cell.

2.4 | IMD2 expression is regulated by
histone deacetylases and GTP

To unravel the expression regulatory mechanism upon
GTP depletion at the IMD2 region, we studied the effect
of the Sir complex, which is required for heterochromatin
formation. We generated a sir3Δ strain (FUY1807) and
performed single-cell tracking in YPD (Figure 5a
and Movie EV7). We started a culture from one cell and
tracked all cells for 10 h at 15 min intervals to measure
the expression level of EYFP in each cell (Figure 5b). We
found that EYFP was highly expressed in all cells. On the
flip side, IMD2 was inhibited in nearly all cells within the
SIR3 OE strain (Figures S4 and S5). These results indicate
that the Sir complex reversibly regulates IMD2 expres-
sion. Therefore, we investigated whether the histone dea-
cetylase (HDAC) activity of Sir2, a component of the Sir
complex, is essential in regulating the expression state
diversity at the IMD2 region. Nicotinamide (NAM), an
HDAC inhibitor of Sir2, was added to the WT strain to
confirm its effect at the single-cell level (Figure 5c and
Movie EV8) (Avalos et al., 2005; Bitterman et al., 2002;
Imai et al., 2000). Single-cell tracking was performed at
15 min intervals, and the EYFP fluorescence intensity
was measured in each cell. We observed that the EYFP
expression level was different in each cell for the first 8 h
in YPD, indicating diverse expression states among cells
(Figure 5d). However, 1 h after NAM transduction, EYFP
expression was induced in all cells, akin to the outcomes
observed in the sir3Δ, with no noted cell-to-cell heteroge-
neity. These results suggest that the HDAC activity of
Sir2 regulates the heterogeneous expression states at the
IMD2 region in individual cells. Next, we confirmed

FIGURE 3 IMD2 is expressed heterogeneously in cell populations. Single-cell tracking of the FUY1735 fluorescent strain without MPA.

(a) Image tracking of a single cell in a population. Scale bars: 10 μm. (b) Upper panel: image tracking of a single cell. Lower panel:

expression state of a single cell. Horizontal axis indicates time. The expression state intensity is shown as follows: gray (OFF), yellow (ON,

low), and red (ON). The white arrow indicates the single cell being tracked. Scale bars: 5 μm. (c) Expression state of individual cells in the

cell population. Left panel: expression status tracking of a population derived from a single ON cell. Right panel: expression status tracking

of a population derived from a single OFF cell. The horizontal axis indicates the time, and the vertical axis indicates the number of cells. The

intensity of the expression state is shown as follows: gray (OFF), yellow (ON, low), and red (ON). (d) Cell expression state classified into

three types: ON, OFF, and ON-to-OFF/OFF-to-ON. The percentage of cells in the cell population is shown in (c). Left panel: cell population

tracked from an initial ON cell. Right panel: cell population tracked from an initial OFF cell.
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FIGURE 4 Legend on next page.
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the GTP effect, which is known to regulate the IMD2
expression state, by adding guanine, which is required for
the salvage pathway of GTP biosynthesis, without

IMPDH and performed single-cell tracking. Cultures
were started with one cell, guanine at a final concentra-
tion of 0.5 mM was added after 8 h of culture, and all

FIGURE 4 IMD2 expression is regulated in a cell cycle-dependent manner. (a) Images of cells (Figure 3c, left panel) whose expression

state was switched from OFF to ON during the tracking, before and after the switch. The images were extracted from the black, framed areas

in the lower right panel. Arrows indicate cells that switched expression. The vertical axis represents the time. Scale bars: 5 μm.

(b) Percentage of ON cells in the cell population in left panel of Figure 3c. The left vertical axis represents the cell number. ON cells are

shown as yellow and OFF cells as white overlaid bars. The right vertical axis indicates the percentage of ON cells relative to the total number

of cells. The red line denotes the change in the ON cell rate. The horizontal axis represents the time elapsed after the total number of cells

exceeded 30.

FIGURE 5 Histone

deacetylase (HDAC) and GTP

regulate IMD2 expression.

(a) Single-cell tracking image of

the sir3Δ strain. Scale bars:

10 μm. (b) Expression state

analysis of (a). (c) Single-cell

tracking image of the wild-type

(WT) upon nicotinamide (NAM)

treatment. Scale bars: 10 μm.

(d) Expression state analysis of

(c). The red border indicates the

start of the NAM addition.

(e) Single-cell tracking results of

WT with guanine. Scale bars:

10 μm. (f) Expression state

analysis of (e). The red rectangle

indicates the start of guanine

addition. In (b), (d), and (f),

Upper panel: expression state

change in one cell (gray [OFF];

yellow [ON, low]; and red

[ON]). The horizontal axis

represents the time, and the

vertical axis represents the cell

number. Lower panel: the

expression level change of a cell

population is indicated by a line

graph. The horizontal axis

represents the time, and the

vertical axis represents the cell

number. The average expression

level of all cells is shown as a

broken line, and the error bars

represent the standard deviation.
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cells were followed up until 12 h at 15 min intervals
(Figure 5e and Movie EV9). The fluorescence intensity of
EYFP in each cell was measured. While there was diver-
sity in the expression state among cells before guanine
addition, after guanine addition, EYFP fluorescence was
reduced in all cells (Figure 5f). However, individual cells
switched EYFP OFF at different times, suggesting that
GTP concentrations, and thus IMD2 expression regula-
tion, differed among cells. These results indicate that het-
erochromatin in the IMD2 region of individual cells
fluctuates and controls the diverse IMD2 expression
states in response to GTP concentration.

3 | DISCUSSION

Heterochromatin spreads from specific genomic regions,
albeit not everywhere. It stops spreading at boundaries,
with heterochromatin regions being formed only in spe-
cific locations, in which the expression of genes becomes
suppressed (Donze et al., 1999; Oki & Kamakaka, 2005).
Heterochromatin region undergo fluctuations during cell
divisions (Mano et al., 2013), yet the precise mechanism
driving these fluctuations in response to both internal
and external environmental changes remains unknown.
In this study, we found that IMD2 expression in hetero-
chromatin near telomeres is triggered by GTP decrease
in vivo and induced by heterochromatin fluctuations.
Considering the widespread presence of bioenergetic syn-
thesis systems such as GTP among eukaryotes, it is plau-
sible that analogous systems governing epigenetic control
of energy levels may also exist in other eukaryotic organ-
isms. A more detailed analysis will unveil how gene
expression is governed by fluctuations in heterochroma-
tin in vivo and identify the factors that play a role in reg-
ulating specific gene expression. This exploration may
also lead to the discovery of new mechanisms for regulat-
ing gene expression.

Transcription of the IMD2 gene is regulated by a
change in its transcription start site, which depends on
GTP level (Kuehner & Brow, 2008). The IMD2 region has
been studied in detail regarding DNA sequence-specific
transcriptional regulation, and it is well suited for
elucidating regulatory mechanisms of epigenetic gene
expression. Here, we showed that the IMD2 heterochro-
matin region responds to GTP levels in vivo (Figures 1c
and 2) and suggested that the different expression states
of each cell are regulated by cellular GTP abundance,
with fluctuating expression states reflecting GTP levels
(Figure 5e,f). In fact, IMD2 expression induction was
observed from G1 to early S phase in single cells

(Figure 4a). This result suggests that mitotic GTP con-
sumption may have reduced GTP levels in vivo below a
threshold level and induced IMD2 expression. This sug-
gests a mechanism by which the expression state is finely
regulated according to the amount of cellular GTP. In
addition, the transcription level in the absence of MPA
(0 μg/mL) was only about a quarter of that when GTP
was depleted or reduced by the addition of MPA
(0.060 μg/mL) (Figure 1c). This indicates that expression
induction in standard culture cannot compensate for
rapid GTP reduction but instead acts to maintain sur-
vival. By contrast, expression induction by MPA addition
(0.060–0.150 μg/mL) resulted in high expression levels in
response to the rapid decrease in GTP. Furthermore,
when GTP was depleted to the extent that it interfered
with the maintenance of vital functions, IMD2 may have
promoted GTP production to restore cellular homeostasis
by sequence-dependent regulation and transcription start
site switching (Figure 1c). Thus, IMD2 is regulated by a
three-step mechanism, consisting of a first-step epigenetic
regulation of physiologically fluctuating GTP, a second-
step epigenetic regulation upon GTP depletion by exter-
nal stimuli like MPA, and a third-step genetic regulation
upon lethal GTP depletion. This three-step expression
control mechanism may also regulate GTP abundance
in vivo. However, it's crucial to further consider that the
observed regulation of heterochromatin by GTP, as previ-
ously described, might be indirect. In Figure 2, the varia-
tion in IMD2 expression timing among cells after the
introduction of MPA may not directly correlate with
the heterochromatin status in each cell. This variation
could potentially arise from minor differences in GTP-
sensitive pathways, functions related to IMD2 transcrip-
tion start sites, cell cycle stages, and other individual cel-
lular factors. In Figure 1c, although our focus centers on
a three-step regulation of IMD2, it's entirely plausible that
the regulation of heterochromatin and the alteration in
transcription start sites interact with each other. In the
absence of SIR3 (sir3Δ), there was a more significant
upregulation observed at MPA 0.03 μg/mL compared
with MPA 0 μg/mL, a variation not typically seen in the
wild type (WT). This outcome suggests that the Sir pro-
tein could potentially hinder the switch in transcription
start site from upstream of RE to downstream. In this
study, we focused on GTP as a trigger for heterochroma-
tin fluctuation. GTP is not only involved in critical bio-
logical phenomena such as nuclear-cytoplasmic
transport, DNA synthesis, and cell division, but its levels
are also critical for homeostatic survival since excessive
GTP causes cells to divide overly. Therefore, it is unsur-
prising that GTP levels fine-tune the expression of genes
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involved in GTP synthesis, such as IMD2. Epigenetic reg-
ulation of gene expression by heterochromatin fluctua-
tions in response to GTP levels may be conserved
between the budding yeast and other eukaryotes, and
future analyses are expected to elucidate this possibility.

Although IMD2 is located within a heterochromatin
region, it is always expressed in approximately 30%–40%
of cells in a population, regardless of increasing cell num-
bers due to cell division (Figure 4b). A similar system
exists in multicellular organisms like mouse ES cells
(Amano et al., 2013; Ko, 2016; Zalzman et al., 2010), in
which a given fraction of cells in a dividing population
expresses specific genes at certain levels. Remarkably, in
unicellular yeast, although the expression state changes
in individual cells through cell divisions, the ON expres-
sion state is constantly maintained in a stable fraction in
the population. Since disruption of SIR3 turns IMD2
expression ON in almost all cells, we suggest that
IMD2 expression is regulated by heterochromatin fluctua-
tions. Still, the mechanisms that yeast cells deploy to con-
trol the ratio of gene expression states in an entire cell
population are currently unclear.

In this study, we also identified cells that expressed
IMD2 even before MPA induction, and found that this
normal expression state is epigenetically regulated in a
GTP-dependent manner (Figure 3a). However, we did
not find out how this expression state affects induction
by MPA. For certain genes, once expression is induced, it
is induced more strongly and faster than the first time
upon re-induction (Bheda et al., 2020). This phenome-
non, termed transcriptional memory, has been reported
for certain genes, and has been attracting attention in
recent years. Thus, it is possible that changes in the
expression state of each cell before MPA treatment could
have affected subsequent inductions of expression.

We've confirmed the formation and fluctuation of
heterochromatin regions in response to GTP, influencing
the gene expression state at the IMD2 region. However,
our study didn't identify GTP sensors within the cell, spe-
cific cellular regions responsible for GTP sensing, the
alterations in chromatin structure at the IMD2 locus due
to reduced GTP levels, or the involved factors. These criti-
cal aspects should be addressed in future studies.

4 | EXPERIMENTAL PROCEDURES

4.1 | Yeast strains and plasmids

All yeast strains in this study were based on BY4742
(MATα his3Δ1 leu2Δ0 lys2Δ0 ura3Δ0). The sir3Δ strain
was constructed by homologous recombination using the
KanMX gene and isolated in a G418 (200 μg/mL)

medium (Longtine et al., 1998; Rothstein, 1991). The
fluorescent strain for single-cell analysis was constructed
by digesting pFOM812 (HTB1-2 � mCherry-HIS3) with
AfeI and integrating it into the his3Δ1 locus of BY4742,
followed by selection and isolation in YMD (�histidine)
medium to generate FUY1584 (Figure 3a, left panel).
After digesting pFOM872 (IMD2pro-HTB1-EYFP-IMD2-
ter, URA3) with HpaI and integrating it into the IMD2
locus of FUY1584, the strain was selected in YMD
(�uracil) medium, isolated, and designated as FUY1732.
FUY1732 was cultured in 5-fluoroorotic acid (5-FOA)
medium (Boeke et al., 1984), and the isolated strain was
designated as FUY1735 (Figure 3a, right panel). The con-
struction of the SIR3 overexpression plasmid, pFOM1197,
involved cutting pYES2 with XbaI and BamHI and then
inserting the SIR3 ORF region. SIR3 OE strain was pro-
duced by transforming FUY1735 with pFOM1197, and
this strain was selected in YMD (�uracil) medium. Simi-
larly, a control strain (FUY1735 + Vector) for SIR3 over-
expression experiments was produced transforming
FUY1735 with pYES2, also this strain was selected in
YMD (�uracil) medium.

G418 added to YPD was used for KanMX selection,
histidine-free YMD medium for HIS3 selection, uracil-
free YMD medium for URA3 selection, and 5-FOA
medium for URA3 counterselection, uracil-free YM with
2% galactose for SIR3 overexpression experiment.

The strains used in this study are listed in Table 1.

TABLE 1 Yeast strains list.

Strain
No. Genotype Source

FUY737 MATα his3Δ1 leu2Δ0 lys2Δ0 ura3Δ0
sir4Δ::KanMX

This study

FUY745 MATα his3Δ1 leu2Δ0 lys2Δ0 ura3Δ0
sir3Δ::KanMX

This study

FUY748 MATα his3Δ1 leu2Δ0 lys2Δ0 ura3Δ0
sir2Δ::kanMX

This study

FUY838 MATα his3Δ1 leu2Δ0 lys2Δ0 ura3Δ0 This study

FUY1584 MATα leu2Δ0 lys2Δ0 ura3Δ0 his3Δ::
HTB1-2xmCherry-HIS3

This study

FUY1732 MATα leu2Δ0 lys2Δ0 ura3Δ0 his3Δ::
HTB1-2xmCherry-HIS3

This study

imd2Δ::IMD2-URA3-HTB1-EYFP

FUY1735 MATα leu2Δ0 lys2Δ0 ura3Δ0 his3Δ::
HTB1-2xmCherry-HIS3

This study

imd2Δ::HTB1-EYFP

FUY1807 MATα leu2Δ0 lys2Δ0 ura3Δ0 his3Δ::
HTB1-2xmCherry-HIS3

This study

imd2Δ::HTB1-EYFP sir3Δ::KanMX
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4.2 | Microarray analysis

Microarray analysis was performed as described previ-
ously (Kamata et al., 2023). Yeast strains were grown in
YPD medium and collected at the mid-log phase. Total
RNA was extracted using the hot phenol method. cRNA
was synthesized from 200 ng of total RNA using the Gen-
eChip® 30 IVT Express Kit (Affymetrix, Santa Clara, CA,
USA), and 7.5 μg of cRNA was hybridized for 16 h at
45�C to a GeneChip Yeast Genome 2.0 Array
(Affymetrix). GeneChips were washed and stained in
Affymetrix Fluidics Station 450, and scanned using Gene-
Chip Scanner 3000 7G System to acquire the data. Data
were background-corrected, quantile-normalized, probe
set-summarized, and log2-transformed using Robust Mul-
tichip Average default settings (Bolstad et al., 2003; Iri-
zarry, Bolstad, et al., 2003; Irizarry, Hobbs, et al., 2003).
Furthermore, based on the annotation information of
budding yeast, the signal values of duplicated genes were
averaged and summarized, and irrelevant data such as
fission yeast-expressed genes were removed.

Microarray data are available in the Gene Expression
Omnibus (GEO) under the accession number
GSE230739.

4.3 | RNA extraction and RT-qPCR
analysis

RNA analysis was performed as described previously
(Kamata et al., 2016). Yeast strains were grown in YPD
medium at 30�C and collected at the log phase at OD
(600 nm) 0.7. When MPA was used, it was added at
OD (600 nm) 0.4 and collected at OD (600 nm) 0.7 after
1 h of culture. Total RNA was extracted by the hot phe-
nol method and treated with deoxyribonuclease
(RT grade) for Heat Stop (NipponGene, Toyama, Japan).
cDNA was prepared using the High Capacity cDNA
Reverse Transcription Kit (Applied Biosystems, Foster
City, CA, USA). RT-qPCR was performed using the
Applied Biosystems StepOnePlus Real Time PCR System
(Applied Biosystems) and Power SYBR Green PCR Mas-
ter Mix (Thermo Fisher Scientific, Carlsbad, CA, USA).
The expression level of IMD2 was normalized based on
that of ACT1. For each RT-qPCR dataset, three or more
replicate experiments were performed, and the average
expression levels and standard errors were calculated.

PCR steps were as follows: 10 min at 95�C (one cycle);
15 s at 95�C; and 1 min at 60�C (40 cycles).

The primers used for real-time PCR are listed in
Table 2.

4.4 | Single-cell tracking analysis

Experiments were performed as previously described
(Kanada et al., 2020; Mano et al., 2013). Yeast strains
were grown in YPD medium at 30�C, and cells were col-
lected at log growth phase of OD (600 nm) 0.2–0.8. For
live cell imaging, the collected cells were trapped on
CellASIC ONIX plates for haploid yeast cells (four
chambers, 3.5–5 μm) (Y04C-02-5PK) (Merck KGaA,
Darmstadt, Germany) using the CellASIC ONIX2 Micro-
fluidic System (CAX2-S0000) (Merck) and medium flow
at a rate of 2.0 psi. In SIR3 overexpression experiments,
uracil-free YM with 2% galactose media was used
instead of YPD.

Single-cell imaging was performed using an Axio
Observer Z1 (Carl Zeiss, Oberkochen, Germany)
microscope with a 40� Plan-Neofluar objective lens of
1.3 numerical aperture, and image analysis was per-
formed using Axio Vision 4.7.1 (Carl Zeiss) or ZEN 2.3
(blue edition) (Carl Zeiss). IMD2 (EYFP) expression
was calculated using the maximum fluorescence
intensity in cell and cell-free regions (BG: back-
ground) at each imaging point, using the following
formula:

IMD2 expression¼ EYFPin cell
max �EYFPBGmax

mCherryin cell
max �mCherryBGmax

:

MPA (0.015, 0.075, 0.10, or 0.15 μg/mL), NAM
(5 mM), and guanine (0.5 mM) were added optionally.
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TABLE 2 Primers for RT-qPCR list.

Primer name Sequence
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ACT1-Rv CGGCCAAATCGATTCTCAA

IMD2-F TGTCGTTGACAAAGGATCCATTA

IMD2-Rv GCCGATGTCTTGACAGGAATGT
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