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Abstract

The public availability of genome datasets, such as
The Human Genome Project (HGP), The 1000 Genomes
Project, The Cancer Genome Atlas, and the International
HapMap Project, has significantly advanced scientific re-
search and medical understanding. Here our goal is to
share such genomic information for downstream analy-
sis while protecting the privacy of individuals through
Differential Privacy (DP). We introduce synthetic DNA
data generation based on pangenomes in combination with
Pretrained-Language Models (PTLMs).

We introduce two novel tokenization schemes based
on pangenome graphs to enhance the modeling of DNA.
We evaluated these tokenization methods, and compared
them with classical single nucleotide and k-mer tokeniza-
tions. We find k-mer tokenization schemes, indicating that
our tokenization schemes boost the model’s performance
consistency with long effective context length (covering
longer sequences with the same number of tokens). Addi-
tionally, we propose a method to utilize the pangenome
graph and make it comply with DP privacy standards.
We assess the performance of DP training on the quality
of generated sequences with discussion of the trade-offs
between privacy and model accuracy. The source code for
our work will be published under a free and open source
license soon.

I. INTRODUCTION

The public availability of genome datasets is a cornerstone
of all data used in collaborative genomics research. Several
notable genome datasets have been made publicly available,
each significantly contributing to the advancement of scientific
research and medical understanding. Notable publicly avail-
able genome datasets, such as the Human Genome Project
(HGP) [1], the 1000 Genomes Project [13], The Cancer
Genome Atlas (TCGA) [70], GenBank [8], the International
HapMap Project [21], and the Human Pangenome Project [40]
have been instrumental in driving scientific and medical ad-
vancements.

The public availability of these datasets is beneficial for
humanity for numerous reasons. Public genome datasets accel-
erate scientific research by providing a wealth of information
that researchers can access and analyze worldwide, can be used
to identify genetic markers associated with certain diseases
leading to the development of preventive strategies and new
treatments, and serve as valuable educational resources for

students and educators, fostering a deeper understanding of
genomics and its implications in various fields.

However, the public release of genomic data raises sig-
nificant privacy concerns. Genomic data is highly sensitive
because it can reveal an individual’s unique genetic makeup;
including disease predispositions and other personal traits.
Despite efforts to anonymize genomic data, studies have
shown that it is possible to re-identify individuals by cross-
referencing with other publicly available information, such
as health records and social media information [61, 71,
48]. For example, Gymrek et al. demonstrated that surnames
could be recovered from personal genomes by combining
genetic data with publicly accessible genealogy databases,
thus re-identifying individuals within supposedly anonymized
datasets [61].

Furthermore, a genome carries familial information, which
means privacy breaches can affect not only individuals but
also their relatives [9]. Moreover, the potential for the misuse
of genomic data extends beyond individual harm to societal
concerns, such as the ethical use of genetic information in
forensic investigations and the broader implications for data
governance and public trust [47, 56]. Ensuring the privacy
of any released dataset while still enabling valuable research
requires innovative solutions that balance data utility and
privacy.

Deep learning models are widely used in different tasks,
even in processing genome sequences and related data [77,
35, 34, 19]. Pre-trained language models have shown their
capability to generate synthetic natural languages that are
almost indistinguishable from real data. The generated text
can be used to train other models [36, 76, 26], including those
in the medical domain [50, 23]. Proven to be extraordinarily
good at processing human language, PTLMs can furthermore
interpret and generate non-language text, such as code for pro-
gramming tasks [10], thereby pushing the boundaries of their
application beyond strictly spoken language-based domains.
Previous works utilizing GANs [7, 24] faced limitations in
context length, since the length of their generation is limited
to hundreds or thousands of base pairs, and the potential of
PTLMs in this task has not been investigated.

To utilize PTLM for DNA sequence generation, the tok-
enization of DNA sequences is a crucial first step. Traditional
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tokenization methods, such as single nucleotide tokenization,
and k-mer tokenization where sequences are segmented into
individual nucleotides or substrings of length &, are commonly
used in prior research [37, 7, 75, 50, 3]. However, k-mer
tokenization can be highly sensitive to mutations or sequencing
errors, as a single nucleotide change can drastically alter
the resulting k-mer, potentially impairing the model’s ability
to learn meaningful patterns. Furthermore, these tokenization
methods diverge from the tokenization strategies typically
employed in natural language processing, which can limit the
model’s capacity to effectively capture the underlying patterns
and structures within DNA sequences. One of the goals of this
study is to investigate how the tokenization scheme (which
may be inspired by natural language processing) of DNA
sequences can help an PTLM learn the patterns and structures
of DNA sequences more effectively.

One of the key advantages of synthetic data is that it reduces
the risk of sensitive information leakage, as the synthetic data
does not correspond to actual people or entities. It allows for
the retention of valuable insights and patterns present in the
original data while mitigating the risk of re-identification. This
is particularly important in fields like genomics, where the data
is highly sensitive and personal, but sharing and working from
common, fully public data (like the 1000 Genomes Project or
HPRC pangenome) is an essential part of standard research
practices. By replacing real genomic sequences with synthetic
ones, researchers can continue to perform meaningful analysis
without compromising the privacy of individuals. However,
while synthetic data is effective in reducing privacy risks,
there are scenarios in which further privacy enhancements
may be desirable. For example, differential privacy (DP) can
be optionally implemented during the generation or training
process. DP adds a layer of noise, making it even more
challenging to trace any synthetic data point back to an
individual, thus providing an additional safeguard for those
looking to bolster their privacy protection strategies.

To build a practical genome sequence generation model to
protect the privacy of the dataset, our approach is synthetic
data generation based on PTLM accompanied by differential
privacy (DP). We propose a pangenome graph-based tokeniza-
tion (Pangenome-based Node Tokenization, PNT) of DNA
sequences that utilizes the nodes in the graph as tokens of
the sequences. We also propose a second tokenization scheme
(Pangenome-based k-mer tokenization, PKMT) that is DP
friendly, using the pangenome graph nodes for sequence seg-
mentation before generating k-mers from the DNA sequences.
Our contribution is as follows.

1) We propose two novel tokenization schemes based on the
pangenome graph, providing more contextual information
to the model and enhancing its ability to learn DNA
sequence patterns and structures.

2) We demonstrate the impact of tokenization on PTLM
performance in learning and generating DNA sequences,
with experiments showing the superiority of our proposed
methods over classical tokenization techniques.

3) We explore the differentially private training of PTLMs
for genome sequence generation, discussing the current
limitations of each tokenization scheme under DP set-

tings.

In this work, we present the first comparative analysis
of classical and pangenome-based tokenization schemes for
PTLMs, specifically GPT-2, in learning DNA sequence pat-
terns and generating long synthetic sequences. Our findings
reveal that the pangenome graph structure embeds significant
information, enhancing neural networks’ comprehension of
DNA sequences. By representing their mutual alignment in
tokenization, the segmentation of DNA sequences through
node division carries critical information that significantly
aids in the comprehension of the sequences. Furthermore, the
inclusion of positional information derived from node identi-
fiers (IDs) substantially enhances the training and predictive
performance of DNA PTLMs. Our results also demonstrate
how pangenome-based tokenization schemes reduce training
time and enhance scalability compared to traditional schemes,
a crucial advantage given the substantial computational re-
sources typically required for training PTLM. Despite the
benefits of generating synthetic data, we also report the results
of the generation of the differential privacy (DP) trained
model, which were sub-optimal. Future work should focus on
increasing sample sizes and developing refined mechanisms to
improve DP training performance.

II. BACKGROUND

A. Pre-trained Language Models

PTLMs are advanced artificial intelligence systems de-
signed to understand and generate language text based on
the data they have been trained. These models, such as Mis-
tral [31], Anthropic’s Claude [5], OpenAI’s GPT series [53,
49], Google’s T5 [54], Lamda [63] and Gemini [62], Meta’s
OPT [79], BLOOM [39] and LLama [65, 64], etc., take
advantage of vast amounts of textual information to learn
patterns, nuances, and complexities of language. PTLMs can
perform a variety of language-related tasks, including an-
swering questions, writing essays, translating languages, and
even participating in casual conversations. Their ability to
process and generate coherent and contextually appropriate
responses makes them invaluable tools across multiple fields,
from customer service and education to creative writing and
technical support.

In this paper, we are more interested in the text generation
tasks. To process language texts and eventually generate
human-like text using the PTLM, the following steps are
needed as illustrated in Figure 1:

1) Tokenization: Tokenization is the first step where the raw
input text is broken down into smaller units called tokens.
These tokens can be words, subwords, or even characters,
depending on the model’s design. This process helps to
standardize the input and prepare it for processing. For
instance, the sentence I love AI” might be tokenized
into [T, "love”, ”AI”] if word-level tokenization is used,
or into subword units like [’I”, “lo”, “ve”, "AI’] in
subword tokenization. Models like BERT use WordPiece
tokenization [15], while GPT models use a byte pair
encoding (BPE) [58] approach. In languages like English,
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Fig. 1: Steps for PTLMs to generate text.

spaces between individual words often provide a natural
way to divide the text into tokens.

2) Training: The tokenized data will be used to train the
PTLM, which often consists of a pre-training phase and
a fine-tuning phase. Pre-training involves self-supervised
training of the model on general language tasks, such
as predicting the next word in a sentence (for models
like GPT) or filling in missing words in a sentence
(as in BERT’s masked language model approach). After
pre-training, PTLMs are fine-tuned on specific datasets
tailored to particular tasks or domains, usually in a
supervised manner.

3) Generation: For generative models like GPT, once
trained and fine-tuned, the model can generate text by
providing an initial prompt to the model. The model uses
it to start generating text token by token, and the decoder
aligned with the tokenizer’s vocabulary and rules will
decode the tokens into readable texts.

B. Pangenome Graph

The pangenome graph [18] is a computational structure used
to represent genetic diversity within a species by integrat-
ing multiple genome sequences into a single comprehensive
graph. In a pangenome graph, nodes represent sequences of
nucleotides, while edges connect these sequences, showing
the possible paths through the graph. The paths through the
pangenome graph represent the genomes of individuals. This
allows the graph to capture alternative sequences found in
different individuals. Figure 2 shows a simple illustration of a
small pangenome graph.

C. Differential Privacy

Differential privacy (DP) [17] is a privacy-preserving frame-
work that ensures that the output of a computation does not
reveal the inclusion of any individual sample in the dataset.
DP achieves this by adding carefully calibrated noise to
the computation, making it difficult to determine whether a
particular individual’s data is included in the dataset. The
key idea behind DP is to provide strong privacy guarantees
while allowing useful information to be extracted from the
data. DP has been widely studied in various fields, including
machine learning, data analysis, and statistics, to protect the
privacy of individuals in large datasets. DP-Stochastic Gradient
Descent (DP-SGD) [2] is a method for training machine
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Fig. 2: The pangenome graph of the human major histocom-
patibility complex (MHC) region of chromosome 6 of the
PGGB graph of HPRC year 1 assemblies, with 2D graph
visualization (above) and matrix view (below).

learning models with differential privacy that is adopted by
many previous researchers [45, 59, 82].

In DP-SGD, the standard deviation of the noise, o, required
to maintain a constant privacy budget e in DP-SGD with the
allowed probability of privacy failure §, scales with the square
root of the number of training epochs, 7' (as one pass on
the full training set). Specifically, o is adjusted according to

the formula o > —VT'lof(l/é) [2]. This scaling ensures that
cumulative privacy loss across multiple epochs remains within
the specified limits of privacy parameters ¢ and §. During the
non-DP training process, more epochs generally lead to better
model performance. However, in the DP training process, the
model may not benefit from additional training epochs, as it
will introduce more noise and degrade the model performance.
Therefore, the number of training epochs in DP-SGD is a
hyperparameter that needs to be carefully tuned to balance the
trade-off between model performance and privacy protection.
If a model can be made to train faster, it will require fewer
epochs to reach the same level of performance, which can be
beneficial for DP training.

III. SYNTHETIC GENOME SEQUENCE GENERATION USING
PTLMs

In this work, we aim to generate synthetic genome se-
quence using PTLMs. In this section, we describe the com-
plete pipeline for synthetic genome sequence generation using
PTLMs, detailing each step from the original data processing
to downstream tasks, as shown in Figure 3.

® Raw Data. The foundation of our approach begins with
the acquisition and preparation of genomic data. These
datasets provide the rich and diverse genetic information
necessary for training PTLMs.
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Fig. 3: The whole pipeline of synthetic data generation and utilization.

@ Tokenization. Tokenization is a critical step in trans-
forming raw genomic sequences into a format suitable
for PTLM training. Traditional methods, such as single
nucleotide and k-mer tokenizations, break down DNA
sequences into smaller, manageable units.

® Training of PTLM. Once the DNA sequences are to-
kenized, they are used to pre-train the PTLM using a
GPT-style next-token prediction approach. In this self-
supervised learning process, the tokenized sequences are
fed into the PTLM, which learns to predict the next
token in a sequence based on the patterns and structures
inherent in the data. This approach does not require
supervised data, as it relies on the model’s ability to learn
from the sequences themselves.

@ Generation. After training, the PTLM is capable of gen-
erating synthetic genomic sequences by completing the
given prefix (random or non-random). These sequences
are produced by the model based on the learned patterns
from the training data. The generated sequences aim to
preserve the useful patterns of the raw data to keep its
utility for the next step.

® Downstream Tasks. The synthetic genomic sequences
generated by the PTLM can be employed in a variety
of downstream tasks.

Traditional methods of tokenization have been proven to be
useful in various tasks. However, these approaches may strug-
gle with maintaining sequence integrity over long contexts.
We will introduce our novel tokenization schemes in §IV and
comparfe them with the classical schemes with comprehensive
experiments in §V.

IV. TOKENIZATION OF A GENOME SEQUENCE

There are many ways of generating inputs for different
models from genome sequences. For PTLMs, we focus mainly
on the different tokenization schemes of DNA sequences. The
tokenization of genome sequences is the first step in modeling
the DNA sequence. A clever tokenization strategy can help
the model learn the patterns and structures of DNA sequences
more effectively.

The choice of tokenization scheme directly affects the
trade-off between sequence length and vocabulary size. In
transformer models, shorter token units result in a smaller
vocabulary and longer sequences. A smaller vocabulary can be
advantageous because it requires learning fewer unique tokens,
but it can also necessitate a larger and more diverse training
set to capture the complexities of each token. Conversely,
longer sequences can provide more context but make the
learning process more challenging. This is due to the quadratic
complexity of the attention mechanism, which scales with

the length of the sequence in terms of both memory and
computation. As a result, longer sequences can be harder and
slower to learn effectively.

In this section, we first describe the widely used tokenization
schemes and then introduce our tokenization schemes based
on the pangenome graph.

A. Classical tokenizations

In this subsection, we introduce the classical tokenizations
used commonly in previous work without the involvement of
pangenome graph info.

1) Genome-based Single Nucleotide Tokenization (GSNT)

Genome-based Single Nucleotide Tokenization (GSNT) is
the most straightforward way to tokenize a genome sequence
that was used in previous work [46, 55]. In this scheme, each
nucleotide (A, C, G, T) is treated as a separate token. For
example, if we have a genome sequence "ACGTA”, the tokens
are "A”, ”C”, ”G”, "T”, A”.

The advantage of single-nucleotide tokenization comes from
its simplicity and universality. It is easy to implement and can
be used for any genome sequence, regardless of the species or
length of the sequence. However, the GSNT will have a shorter
effective context length (a shorter DNA sequence represented
under the fixed prompt length) compared to other tokenization
schemes with the same number of tokens and be more likely
to cause longer training and inference time due to the large
number of tokens.

2) Genome-based k-mer Tokenization (GKMT)

Another widely used way to tokenize a genome sequence
is to use k-mers as tokens. A k-mer is a substring of length &
in the genome sequence. For example, if we have a genome
sequence "ACGTA”, the 3-mers are "ACG”, "CGT”, and
”GTA”. When the stride is less than k, the k-mers will overlap
with each other, nonoverlapping k-mers are also used in some
cases where the stride is simply k.

The Genome-based k-mer Tokenization (GKMT) scheme is
simple and easy to implement, but it has some limitations.
Although it brings a relatively longer effective context length
compared with GSNT tokens (when the stride is larger than
1), it is also sensitive to mutations or errors in the sequence,
since a single base change can result in & completely different
k-mers when the stride is set to 1, or potentially different k-
mers for all following sequences when the stride is larger.
If the stride is set to one, increasing k also increases the
computation and memory requirements for processing, storing,
and analyzing k-mers, due to the larger vocabulary. Since
minor variation would cause unstable tokenization, the models
trained on k-mer tokenized sequences usually train slow,
which we will discuss in our experiment section.
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To overcome the limitations of the commonly used tokeniza-
tion schemes, we propose two novel tokenization schemes
based on the pangenome graph.

B. Pangenome graph based tokenization

Pangenome graphs are a powerful representation of the
genetic diversity within a certain group of sequences. The
nodes in the pangenome graph represent the genetic sequences
that are shared among the groups, while the edges represent
the genetic variations. Tasks like genome-wide association
(GWA) focus on the genotype matrix of the graph rather than
the DNA sequences themselves. In this sense, it is the graph
structure rather than the actual “AGCT” strings that carries
information. We propose two tokenization schemes based on
the pangenome graph that are illustrated in Figure 4.

1) Pangenome-based Node Tokenization (PNT)

The first scheme, Pangenome-based Node Tokenization
(PNT), is to tokenize the DNA sequences directly based on
the nodes on the pangenome graph. In this scheme, each
node in the pangenome graph is treated as a token. Notice
that each node contains not only the information about the
DNA sequence they represent but also the position of this
sequence in the graph. For example, there can be multiple
different nodes with different node IDs that correspond to
the same DNA sequence because of their different position
in the graph. In practice, a vocabulary of the node IDs can
be much larger (for example, around 400K) compared to a
language vocabulary (e.g., 50K), which can be a challenge
for model training. In our experiment, we simply split the
node IDs into two parts (first half and second half) with an
extra indicator of reversion (a variation that the sequence is in
a reverse direction; e.g., node 123456 representing "AGCT”
with reversion will be tokenized as 123’ and 456 +’, which
will be decoded as "TCGA”) in order to reduce the vocabulary
size.

A limitation of this scheme is that no additional sequence
can be added based on existing pangenome graph. The in-
troduction of new sequences can alter the representation of
previously established sequences within the graph: each time
a new graph has to be rebuilt for the new sequences to
be tokenized using the new generated ID, meaning that the
model’s understanding of the original data may shift as the
new data is incorporated.

2) Pangenome-based k-mer Tokenization (PKMT)

The second scheme, Pangenome-based k-mer Tokenization
(PKMT), is to tokenize the DNA sequences based on the k-
mers that are connected by the nodes in the pangenome graph.
In this scheme, instead of directly using the node IDs as the
tokens, we tokenize the sequences that they represent as non-
overlapping k-mers. We use £ = 6 in our experiment and do
not apply padding to the tails of sequences. For example, if
a node represents the sequence “AGCTAGCTAGCTAGC”, it
will be tokenized as three independent tokens: “AGCTAG”,
“CTAGCT” and “AGC”. As illustrated, the last token can
potentially be shorter than the maximum of k due to the end
of the sequence.

PKMT utilizes the structure of the pangenome graph to
provide a more stable tokenization compared to GKMT. If

ID: 201

TAGGCTAGAT
GGCC ‘

ID: 202
ID: 203
PNT PKMT
... 200|201]204| ... ..AGCATG|C|TAGGCT |
AGAT | TATAT| ...

Fig. 4: The pangenome graph based tokenizations. The figure
shows a slice of a pangenome graph with nodes marking
the variations and edges marking possible paths. The two
tokenization methods output two different segmented sequence
of the red path.

any insertions or deletions occur, the pangenome graph would
capture such behavior when aligning the sequences of the
whole dataset, and the tokenization of any nodes following
the insertion or deletion will not be affected, unlike what
happens in the GKMT. However, compared with the PNT, the
tokens generated capture no information on the position of the
sequence in the graph, which can be crucial for the model to
learn the patterns and structures of the DNA sequences. This
drawback might result in worse performance.

C. Privacy-preserving graph-based tokenization

The tokenization schemes that we proposed are designed
to provide more context information to the model and help
the model learn the patterns and structures of DNA sequences
more effectively. However, tokenization schemes can also leak
sensitive information about individual samples. To make a
scheme DP-friendly, the tokenization of each sample should
be independent from the private dataset. Otherwise, certain
mechanisms should be applied to make it protected. When a
pangenome graph is generated, it utilizes all the samples in the
dataset without protection, and the input generated, therefore,
can potentially reveal the genetic information of the individual
samples.

It is hard to make the pangenome-based node tokenization
or the pangenome graph generation DP-friendly, and the ID to
sequence mapping inevitably leaks information. Although the
PKMT does not leak such information during the mapping of
tokens to sequences due to its static vocabulary, the way the k-
mers are generated can still leak information about individual
samples since it utilized the pangenome graph. Our approach
to mitigate the issue is to instead build a “public” pangenome
graph. Assuming there is a publicly accessible dataset of the
same part of the DNA sequences with the private set that we
want to protect, we can build a pangenome graph based on
the public dataset and use it to tokenize the private dataset.
Any nodes that can be identified on the public pangenome
graph will be tokenized as the same node, and any part of
the sequence that cannot be identified by the nodes on the
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public graph will be marked unknown and tokenized as normal
k-mers. In this way, the tokenization scheme will not leak
the genetic information of individual samples in the private
dataset.

In our experiment, we split an existing graph as a pub-
lic graph and the private sequences. We build the public
pangenome graph as shown in Protocol 1 and then complete
the PKMT as shown in Protocol 2.

Algorithm 1 Gpup < Hpupgrapn(G, Pub): Define Public
Pangenome Graph Nodes

1: Input: A pangenome graph G, list of indexes Pub with
public sequences. We use G[i][j] to represent the node j
of the sequence 7 in G and Seq(G[i][j]) to represent the
actual sequence.

2: Output: The way nodes are merged in public pangenome
graph recorded in M.

3: Initialization:

Initialize M, as an empty dictionary to store the public

pangenome graph nodes.

&

5: for each sequence ¢ in Pub do

6:  for each node j in GJ[i] do

7: if G[i][j] has fixed previous/next nodes in G then

8: Combine G[i][j] with the fixed previous/next nodes
as a single node.

9: Record the combined node in M.

10: else

11: Record G[¢][j] as an independent node in Mp,y.

12: end if

13:  end for

14: end for

15: Return: M,,,;, as the public pangenome graph nodes.

V. EXPERIMENTS
A. Datasets and PTLM choice

Here we introduce our datasets and the parameters we use in
our experiments. We use the human major histocompatibility
complex (MHC) region of chromosome 6 as our dataset that is
cut out of the PGGB graph of HPRC year 1 assemblies [40].
A total of 126 samples are in the dataset, with 80% of the
samples used as training set and 20% as a test set. We tested
the performance of the 90M parameter GPT-2 model [53]
which supports a prompt length of 1024 tokens. GPT-2 is
chosen due to its well-established performance and robustness
as a classical publicly available language model, and the
90M total parameter is chosen to balance performance and
overhead.

B. Evaluating synthetic genome sequence quality

A main challenge of utilizing synthetic genome sequences is
how to evaluate the quality of synthetic genome sequences. For
text generated by PTLMs, quality evaluation typically encom-
passes both automated benchmarks and human assessments to
capture aspects that automated metrics might overlook. Two
common methods include:

o Prediction Accuracy metric: Measures the proportion of
correct predictions made by the model. It assesses how
often the model’s predicted tokens or values match the
actual tokens or values in the data.

o Perplexity metric: Measures how likely the model is
to predict a given sentence. Lower perplexity indicates
that the model is more confident and accurate in its
predictions.

¢ BLEU metric: Measures how well the model’s predic-
tions align with reference sentences based on n-gram
overlap. It evaluates the quality of the model’s output
in terms of similarity to human-generated text.

In our study, we use the prediction accuracy of the model
to measure the quality of the generative model. Furthermore,
we compare the similarity between synthetic and real genome
sequences through sequence alignment.

1) Model prediction accuracy

The next token prediction accuracy measures the percentage
of tokens that the model predicts correctly given the correct
previous tokens. This metric naturally reflects the quality of
the model and is the primary measure of accuracy for the pre-
training task of predicting the next token. In essence, this is
what models like GPT are specifically optimized for during
their training process. However, this accuracy is not a direct
measurement of the accuracy of the predicted sequences when
the tokenization is not single nucleotide-based. For example,
if the model predicts “AAAAAA” when the ground truth is
“AAAAAC”, it can be considered to have predicted 5 out of
6 nucleotides correctly rather than one token incorrectly.

To address this, we introduce the “character accuracy ratio”
which is the percentage of nucleotides that the model predicts
correctly. The prediction will be much more difficult when the
model is required to generate a long sequence rather than a
single token.

2) Sequence alignment

Measuring the similarity between two genome sequences is
done using sequence alignment, which is an essential process
in many bioinformatics and computational biology tasks. The
sequence alignment involves arranging the sequences of DNA,
RNA, or even proteins, usually to identify regions of similarity.
In our case, we use wfmash [22] where the wavefront algo-
rithm [44] is primarily used for pairwise alignment between
real and generated DNA sequences. After the alignment is
done, multiple scores can be used to evaluate the quality of
the alignment.

The scores we use are as follows:

o BLAST identity (BI): Defined as the number of matching

bases over the number of alignment columns.

o Gap-Compressed Identity (GI): Count the consecutive
gaps as one difference.

For example, for a reference sequence AGCTAag-TA and

a query sequence AGCTA--cTA, where the dashed lines
represent a gap and the lowercase letters represent a mismatch,
the BI is 7/10 = 0.7 counting continuous gaps as multiple
mismatches while the GI is 7/9 = 0.78 counting continuous
gaps as one mismatch.

The alignment scores themselves can be considered suf-
ficient as a representation of the utility of the synthetic
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Algorithm 2 Segmented + Il px (G, Pub, Priv): Perform PKMT Based on Public Sequences Only

1: Input: A pangenome graph G, list of indexes Pub with public sequences and Priv with private sequences. We use G[i][/]
to represent the node j of the sequence ¢ in G. We use Seq(G/[i][j]) to represent the actual sequence.

Gpu,b = HPil,bG'l"(lph(G7 PUba P’I"il))
Initialize Segmented = {}
for each sequence i in {Pub, Priv} do
Initialize Chain = [ ]
Initialize UndefinedChain = [ |
Initialize Segmented[i] = [ ]
for each node j in GJ[i| do
10: Add Seq(G[i][4]) to Chain
if current node chain ends according to M,p,; then

R A o

—
—_

Output: Segmented DNA sequences recorded in Segmented.

12: Append UndefinedChain to Segmented]|i] as a segment of the sequence G[i]
13: Append Chain to Segmented|i] as a segment of the sequence G[i]

14: Clear UndefinedChain

15: Clear Chain

16: else if current node pattern is not recorded in M,,; then

17: Append Chain to UndefinedChain

18: Clear Chain

19: end if

20:  end for

21:  Cut each segment in Segmented[i] into non-overlapping 6-mers

22: end for
23: Return: Segmented

sequences by measuring how close they are to the real
data. Previous academic discussions [20, 16] have shown that
alignment score is equivalent to showing sequence similarity.
Therefore, the scores can indicate the potential usefulness of
synthetic data in downstream genomic tasks since high scores
suggest that synthetic data can be a reliable substitute for
real data in various analyses. A higher score of a generated
sequence against real data indicates that synthetic data can
be a reliable substitute for real data, demonstrating that the
synthetic data generated represent genetic diversity well.

C. Results of public training

We train the 90M GPT-2 model on the training dataset
using the four tokenization schemes: Genome-based Single
Nucleotide Tokenization (GSNT), Genome-based k-mer To-
kenization (GKMT), Pangenome-based Node Tokenization
(PNT), and Pangenome-based k-mer Tokenization (PKMT).
The training is done for 90 epochs (each epoch is a pass
on the training data) with a batch size of 16 of 1024 token
sequences for each tokenization method. The dataset contains
124 samples of DNA sequences with a total of 447 million
nucleotides. The training times are listed in Table I, obtained
on 8 NVIDIA A5500 GPUs. The model token prediction
accuracy and character level prediction accuracy are shown
in Figure 5. In the figure, node-based 6-mer tokenization is
represented as two versions: a default version that uses only
20% of the dataset to build the public pangenome graph, which
matches our intuition of using this scheme in a public-private
data scheme under DP training later; and the version in which
all data are used to build the pangenome graph.

TABLE I: The training time of each tokenization schemes on
the 90M GPT-2 model running 90 epochs.

PNT | PKMT
15.2 1.9

GSNT | GKMT
Time(h) | 112 11

The training times and model performance differ signifi-
cantly across tokenization schemes as shwon in Table I and
Figure 5. For instance, PKMT requires the least amount of
training time, whereas GSNT takes the longest. Looking at
the performance per epoch and wall-clock time, the PNT-
tokenized model reaches a certain accuracy faster than others,
in terms of both wall-clock time and training epochs, while
GKMT requires the most time and epochs to reach the same
level of accuracy. In terms of character prediction accuracy,
GSNT tends to train faster than PKMT in the beginning,
but both schemes converge to similar final accuracy levels.
However, GSNT is slightly slower than PKMT when building
the graph with the full dataset and also lags slightly behind in
final accuracy by 0.2%. The significant accuracy gap between
GKMT and PKMT emphasizes the effectiveness of leveraging
graph structure in tokenization. Despite having similar token
tables, the graph-aided segmentation of PKMT provides more
stable and learnable context information, resulting in better
performance. It is also noteworthy that GSNT is approximately
8 to 9 times slower in wall-clock training time than PKMT
or GKMT, and over 20 times slower than PNT, largely due to
the larger number of tokens in GSNT.

We show the alignment results for the generated sequences
of the three tokenization schemes in the above metrics in Fig-
ure 6 (GKMT barely generates matches, so we skipped its
figure), aligned against the reference sequence of the dataset.
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Fig. 5: Model prediction accuracy of the four tokenization schemes. We did not include the node-ID-based method in character
level accuracy figure because it is vague to define it when the sequence lengths varies too much represented by different tokens.

A clear view is shown in Figure 7 for a single generated
sequence. The X-axis represents the position in the reference
sequence, while the Y-axis represents different generated se-
quences that are aligned to the reference. Each dot / line
represents a specific position in the read that aligns to a specific
position in the reference genome. As we can see, with 90
epochs of training, only the PNT can generate sequences that
are closely aligned with the reference sequence in a long
enough effective context length. Notice that there are some
generated sequences that do not match the reference sequence
at all, which is partially due to the model’s random sampling
for generating diverse outputs, and also due to the fact that
some sequences in the training data do not align well with the
reference sequence, which may be learned by the model.

To demonstrate the quality of generation numerically, we
show the alignment scores of the generated sequences against
the whole dataset (that is, find the best match of a query from
sequences of the entire dataset) in Table II, while also showing
the results for real data as a comparison. In addition to the GI /
BI scores we introduced, we also show the alignment percent-
age indicating the proportion of the generated sequences that
can be found to be of good alignment in the dataset. The PNT

has the highest alignment scores for all segment lengths, while
the GSNT has the lowest scores. The PKMT has a relatively
high alignment score for the 1k segment length, but the
score drops significantly as the segment length increases. This
indicates that while the PKMT method achieves character-level
prediction accuracy on par with GSNT, its longer effective
context length improves generation performance, resulting in
better alignment metrics.

1) Effects of extensive training

In order to perform the DP training later, we split the dataset
into 2: 20% of the data is used as public data that can be
trained without protection to build the public pangenome graph
for PKMT, and the remaining 80% is treated as private data
that needs DP-SGD training for protection. We extensively
train the GPT-2 model on the public dataset for 200 epochs
with other parameters being the same. We observe that the
token prediction accuracy increased by about 0.4% for the
PKMT and 0.3% for the GSNT, which is apparently very
marginal. However, we have observed dramatic improvements
in generation quality. We show the following results in Fig-
ure 8 and Table III

It can be seen that while both tokenizations benefit from
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Alignment Segment 1k Sk 20k 50k

Align % GI BI Align % GI BI Align % GI BI Align % GI BI
GSNT 82.68 0.8664  0.9955 53.52 0.8872  0.9903 12.67 0.8753  0.9889 0.00 0.0000  0.0000
PKMT 63.15 0.9697  0.9937 50.42 0.8955  0.9908 14.91 0.8901  0.9883 4.65 0.7054  0.9848
PNT 95.85 0.9976  0.9998 78.83 0.9977  0.9997 25.94 0.9944  0.9988 32.46 0.9856  0.9981

[ Real data [ 9997 0.9994 0.9999 [ 97.97 0.9994 0.9999 | 69.23 0.9996 09999 [ 61.37 0.9991  0.9981 |

TABLE II: Alignment percentages and weighted GI/BI scores for different segment lengths, of the generated sequences against
the original dataset as reference. The real data numbers are generated using 80% samples as references and 20% as queries.
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Fig. 8: The alignment of the batch of generated sequences from extensively trained data against the training sequences. X-axis
is the reference and Y-axis are the multiple generated sequences, where lines and dots mark the position of matches and breaks.

extensive training of large computational resources, the PKMT  GSNT, typically when the alignment segment length is longer.
can achieve a significantly higher alignment score than the

It is also worth noting that the PKMT can generate relatively
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Alignment Segment 1k 5k 20k 50k
20% as public Align % GI BI Align % GI BI Align % GI BI Align % GI BI
GSNT 81.36 0.8720  0.9956 56.58 0.8941  0.9912 17.65 0.8932  0.9901 5.13 0.8625  0.9912
PKMT 63.36 0.9848  0.9978 63.44 0.9016  0.9969 61.06 0.9045  0.9952 55.55 0.9014  0.9948
50% as public Align % GI BI Align % GI BI Align % GI BI Align % GI BI
GSNT 83.23 0.8731  0.9944 60.12 0.8966  0.9923 20.26 0.8941  0.9900 6.75 0.8654  0.9903
PKMT 81.03 0.9810  0.9981 79.53 0.9040  0.9975 73.00 0.9059  0.9956 69.90 0.9025  0.9948

TABLE III: Alignment percentages and weighted GI/BI scores for different segment lengths, of the generated sequences with
extensively trained model using different proportion of public data, against the original dataset as reference. Notice that for
PKMT, the public pangenome graph will change with the public data chosen changed.

longer consistent sequences than the GSNT, showing its ad-
vantage in helping the model in consistency and long context
learning. However, it is easy to see that both methods are still
inferior to PNT with less resources used for training, even
with extensive training.

D. DP-SGD training

Following the training of the public model as outlined
in §V-C1, we used Differentially Private Stochastic Gradient
Descent (DP-SGD) to fine-tune the model in the private data
set. We use the same parameters as the public training, and
the only difference is that we use the DP-SGD training with
€ = 9. Given the nature of differential privacy mechanisms,
which introduce noise throughout the training process, only
marginal improvements were anticipated. Upon evaluation,
the model fine-tuned with DP-SGD in the private data set
exhibited an increase in tokenization evaluation precision of
0. 15%, reaching 92. 45% from an initial 92.3%. However,
the alignment scores of the generated sequences showed a
significant decrease, as we show in Table IV.

We show the results of the generated sequences from the
model trained only with public data as a reference, against both
the public and private datasets. The alignment scores of the
generated sequence, as expected, are generally better with the
public dataset on which they are trained, compared with the
scores against the private dataset. However, DP-SGD training,
while improving the accuracy of the next token evaluation,
significantly decreases the alignment scores of the generated
sequences against the private dataset.

This discrepancy is attributable to the inherent noise added
by the DP-SGD mechanism. As the training noise accumu-
lates, it exacerbates the difficulty of maintaining sequence
consistency, particularly over longer segments. Although tech-
niques like using larger batch sizes can help mitigate some of
the distortions by averaging out noise, they are not entirely
effective. This results in notable distortions in the generated
sequences, thereby diminishing alignment accuracy. Conse-
quently, while DP-SGD confers privacy benefits and slight
improvements in tokenization accuracy, it also imposes a sig-
nificant trade-off in terms of sequence alignment performance.

VI. DISCUSSION

To our knowledge, this work is the first to compare the
effectiveness of pangenome-based tokenization schemes to
classical tokenization schemes when utilizing the PTLMs
(specifically GPT-2 in our experiments) to learn the pattern of
DNA sequences; and also the first to demonstrate the efficacy
of PTLMs in generating long synthetic sequences. Previous

research on generation tasks has not sufficiently addressed the
context length in their outputs.

In our study, we evaluated four tokenization schemes
(PKMT, GSNT, PNT, and GKMT) based on training time,
training speed, and performance accuracy. From the results
in Table I, PNT demonstrated the fastest training time, com-
pleting in 1.9 hours, while GSNT was the slowest at 112 hours
due to its larger token set. Figure 5 indicates that the accuracy
in terms of next token prediction and character accuracy
ratio across tokenization methods in different epoches. PNT
generally performs the best with close to 99% token prediction
accuracy, and GKMT leads the character accuracy ratio close
to 98% excluding PNT. Traditional methods fall short with
GKMT has below 70% accuracy, and GSNT trains signifi-
cantly slower and with a slightly inferior character accuracy
ratio. The performance gap is much larger when comparing the
alignment scores shown in Table II, where PNT tops in both
GI being BI being > 0.999 in almost all segment choice from
1k to 50k, which is the closest to real data performance. These
findings suggest that sequences generated by the PNT scheme
have more potential to be utilized similarly to real data, while
PKMT-generated sequences may require further refinement or
model optimization to reach a comparable level of utility.

Overall, PNT emerged as the best performer for sequence
alignment and training efficiency, while PKMT also excelled
traditional methods in terms of training time and context-
rich sequence generation. GSNT, although slower, performed
competitively in token prediction but lagged in sequence
alignment. These results underscore the trade-offs between
computational cost and model performance, with pangenome
graph based tokenizations showing the more promising per-
formance across tasks. Previous work [40] demonstrates how
improved matching is the key point of the pangenome, which
“aligns” with our use of the pangenome graph here.

Our findings provide valuable insights into the pangenome
graph: the graph structure embeds significant and meaningful
information that enhances neural networks’ understanding of
DNA sequences, and our experiments show how this infor-
mation can be realistically exploited.. Compared to GKMT,
PKMT only differs primarily in whether the segmentation
carried out during tokenization is guided by the pangenome
graph. This graph-informed segmentation alone significantly
improves the model training speed and overall performance.

The strong performance of the extensively trained model
indicates that substantial investment in computational power is
justified. With the generation of the public pangenome graph,
PKMT and PNT significantly reduce training time compared
to GSNT, due to the longer context length represented by
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Alignment Segment 1k S5k 20k 50k
Align % GI BI Align % GI BI Align % GI BI Align % GI BI
Pub trained against pub 63.36 0.9848  0.9978 63.44 0.9016  0.9969 61.06 0.9045  0.9952 55.55 0.9014  0.9948
Pub trained against priv 63.12 0.9823  0.9975 63.31 0.9001  0.9968 60.94 0.9045  0.9952 56.26 0.9016  0.9949
[ DP trained against priv._ | 34.04 09472 0.9908 | 13.24 0.8540  0.9887 | 2.02 0.5060  0.9591 [  0.00 0.0000  0.0000 |

TABLE IV: Alignment percentages and weighted GI/BI scores for different segment lengths, of the generated sequences from
the public model trained on public data only with PKMT, and the model further trained on private data with DP-SGD, against
different datasets.

Job Type Paper Task Architecture Input
Classification [51, 77, 35] Variant Calling CNN hundreds of base pairs
[41] Variant Calling CNN hundreds of base pairs
[43, 19] Cancer Prediction CNN RNA-seq gene expression data

[3] Protein Binding CNN 10-100 nucleotides & binding
specificities

[78] Protein Binding CNN 10-100 base pairs & binding
specificities

[74] Cell Type Identification CNN cell images

[81] Non-coding DNA function CNN 1k base pairs

prediction

[42] Variant Calling RNN binary alignment map (BAM)

[57] RNA-protein binding preference LSTM embedded k-mers

[52] Non-coding DNA function CNN/BLSTM one hot encoded nucleotides

prediction

[34] Cancer Prediction KNN SNP genotype syntaxes (8-mers)

[25] Cancer Prediction Rao score Mutation Annotation Format
(MAF)

[68] Cancer Prediction SVM Human EDTA plasma samples

[30, 83] Molecular Phenotype Prediction Transformer tokenized k-mers

[14] Molecular Phenotype Prediction Transformer tokenized k-mers

[46] 5-way Species Classification Transformer single nucleotide tokens

[55] Genome Tasks Mamba single nucleotide tokens

Generation [66] De novo peptide sequencing LSTM/CNN tandem mass spectrometry

(MS/MS) Spectrum

[67] De novo peptide sequencing LSTM/CNN data-independent acquisition
(DIA) mass spectrometry data

[73] De novo peptide sequencing learning-to-rank | tandem mass spectrometry data

7] Synthetic Medical Data GAN medical data

[24] Synthetic DNA Sequences GAN DNA sequences

TABLE V: DL models used in genome tasks.

each token in the actual sequences. This demonstrates the
superior scalability potential of the pangenome graph-based
tokenization scheme compared to traditional methods.

While generating synthetic data helps prevent the release of
real data, differential privacy (DP) offers a stronger mathemat-
ical guarantee against potential attacks. However, our results
have not yet achieved satisfactory DP-compatible generation.
This shortfall may be attributed to several challenges in our
current work:

1) Insufficient samples: It is generally easier to hide an
individual in a more populated group. Achieving the
DP guarantee requires adding noise during training. To
reduce the impact of noise on gradient updates, large
batches are often updated at once. The averaging effect
mitigates the noise perturbation, since the noise has a zero
mean. However, if the batch size is too large and there
are not enough samples, training may not have sufficient
steps within the epochs limited by the DP noise budget.

2) Loose bound. DNA sequences exhibit unique patterns,
such as numerous repeated segments across different
samples within the same genomic region of a species.
We have yet to find a clear method to restrict the DP
bounds based on the properties of DNA sequences or
the pangenome graph. Using a general noise mechanism
results in a loose bound with more noise than necessary.

Future efforts should aim to conduct experiments with more
samples or develop a more carefully designed mechanism to
achieve better DP training performance.

VII. RELATED WORK

A very recent paper [80] presents a similar approach to
tokenization. Although there are overlaps in the methodolo-
gies that we both independently develop the idea of using
pangenome graph to help tokenization, our work is different
since we include the node-ID-based tokenization and focus
on the long sequence generation, while the mentioned work
is implemented on relatively short context length (maximum
5000bp), only includes node-aided k-mer tokenization, and
focuses on classification tasks.

We provide Table V to summarize this section.

A. Machine learning in genomics

Machine learning (ML) and Deep Learning (DL) have been
widely used in genomics to analyze and interpret large-scale
biological data. In this section, we introduce two common
tasks:

1) Classification tasks

Classification tasks are one of the most common tasks in
which people use machine learning models in genomics. For
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the ones involving actual genome sequences, some major tasks
include:

« Variant Calling: ML algorithms can be used to identify
genetic variants, such as single nucleotide polymorphisms
(SNPs) and insertions/deletions (indels), in an individ-
ual’s genome. These variants can be associated with
diseases, traits, or other biological functions. For exam-
ple, DeepVariant [51] is a CNN-based variant caller that
has been shown to outperform traditional variant calling
methods, on which many other variant callers [77, 35]
are based. Clairvoyante [41] employs a CNN multitask
that outperforms DeepVariant in reads of single-molecule
sequencing (SMS), and Clair [42] proposed an RNN
structure with fewer parameters and faster inference speed
than DeepVariant, without a marginal loss of accuracy.

o Gene Expression Analysis: ML models can analyze
gene expression data to identify patterns and relationships
between genes and biological processes/phenotypes. This
information can help researchers understand how genes
are regulated and how they contribute to disease. Unlike
in variant calling, preprocessed data like alignment maps,
mutation tables, gene expression data, etc. are more often
inputs rather than raw gene sequences. Classical ML such
as k-nearest neighbors (KNN) [34], linear regression [25],
logistic regression plus support vector machine [68], can
be used to predict driver genes or the overall risk of
cancer. Deep learning models such as CNN [43, 19] are
also used for cancer prediction and classification using
RNA-seq.

In addition to the two main fields mentioned above, different
networks have shown their capability in numerous tasks.
Working with raw sequences, CNN has also shown its ability
to model the sequence specificity of protein binding [3, 78],
cell type identification [74], and it has been shown to be able
to analyze non-coding variants [81]; RNN can be used for non-
coding DNA function prediction [52] and RNA-protein bind-
ing preference [57]. For recently more popular transformer-
based PTLM, it is shown to be capable of producing strong
contextualized embedding from nucleotide sequences, effec-
tively predicting molecular phenotypes in scenarios with lim-
ited data [30, 83, 14]. However, these models have been
restricted by the limited context sizes due to the quadratic
scaling of Transformers, and attempts are made for sub-
quadratically scaling for a longer context length (Hyena [46]
MambaDNA [55]). MambaDNA is one of the most recent
works that uses language models for genome tasks.

2) Generation tasks

Generative models are used in genomics for various tasks.
Some notable applications include

De Novo Genome Assembly: De novo genome assembly
is the process of reconstructing a genome sequence from short
DNA fragments without the need for a reference genome.
Previous work uses deep learning frameworks to enable the
de novo peptide sequencing [66, 67, 73],

Synthetic data generation: Synthetic data generation cre-
ates artificial data that closely resembles the original data to
avoid directly revealing the real data while sharing. GAN is
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used to generated synthetic medical data in previous work [7],
synthetic DNA sequences coding for proteins with desired
properties [24], but only tested on very small dataset since
GAN typically generate (limited) fixed-sized outputs. Math-
ematically, it would require differential privacy on top for
a provable guarantee since the generated data can still leak
crucial information of the training dataset.

B. Privacy in genomics

Genomic data are highly sensitive personal information that
can reveal an individual’s unique genetic makeup, predisposi-
tions to diseases, and other personal traits. The public release
or leakage of genomic data can lead to privacy concerns, as
it can be used to re-identify individuals, discriminate against
them based on their genetic information, or expose them to
potential harm. Dealing with sensitive data requires dedicated
methods of privacy protection. Depending on the goal of the
use and sharing of data, different definitions of privacy evolve,
with multiple tools and methods developed to protect the
privacy of the data.

In addition to common access control and law enforcement
methods, crytographic methods provide a mathematical guar-
antee of the confidentiality of the data.

Secure Multiparty Computation (MPC): MPC aims to
allow multiple parties to jointly compute a function over their
inputs while keeping those inputs private, either through an
encrypted circuit or requiring communication during comput-
ing. MPC protocols are typically useful when the data provider
and the evaluator are different entities, and neither party wants
to reveal their data to the other. After the first work that shows
MPC usage in privacy-preserving edit distance and Smith-
Waterman computation [29], it has been used in genomics for
secure GWAS [72, 12], secure disease diagnose [28]. However,
MPC can be computationally and communicationally expen-
sive.

Homomorphic Encryption (HE): HE is a form of encryp-
tion that allows computations to be performed on encrypted
data without decrypting it first. HE has been used in genomics
for secure GWAS [38, 69], secure disease diagnose [6], secure
genome data mining (combined with MPC) [33], and secure
sequence analysis [11]. HE can also be However, HE can also
be computationally expensive.

Differential Privacy (DP): Any analysis results on a
genomic data pool can be potentially used to infer private
information of the participants, even if anonymized (e.g. the
membership inference attacks (MIA) [27]). DP guarantee
ensures that the presence or absence of an individual’s data in
a dataset does not significantly affect the outcome of the analy-
sis. DP is used in protecting genome- wide association studies
(GWAS) [32, 60], but it is shown that large noise will be
needed and membership and MIA can still be conducted [4].
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