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A B S T R A C T

Objectives: Ultrasound examination is a primary method for detecting thyroid lesions in clinical 
practice. Incorrect ultrasound diagnosis may lead to delayed treatment or unnecessary biopsy 
punctures. Therefore, our objective is to propose an artificial intelligence model to increase the 
precision of thyroid ultrasound diagnosis and reduce puncture rates.
Methods: We consecutively collected ultrasound recordings from 672 patients with 845 nodules 
across two Chinese hospitals. This dataset was divided into training, validation, and internal test 
sets in a ratio of 7:1:2. We constructed and tested six different model variants based on different 
video feature distillation strategies and whether additional information from ROI (Region of 
Interest) scales was used. The models’ performances were evaluated using the internal test set and 
an additional external test set containing 126 nodules from a third hospital.
Results: The dual-stream model, which contains both raw-scale and ROI-scale streams with the 
time dimensional convolution layer, achieved the best performance on both internal and external 
test sets. On the internal test set, it achieved an AUROC (Area Under Receiver Operating Char
acteristic Curve) of 0.969 (95 % confidence interval, CI: 0.944–0.993) and an accuracy of 92.6 %, 
outperforming other variants (AUROC: 0.936–0.955, accuracy: 80.2%–88.3 %) and experienced 
radiologists (accuracy: 91.9 %). The AUROC of the best model in the external test was 0.931 (95 
% CI: 0.890–0.972).
Conclusion: Integrating a dual-stream model with additional ROI scale information and the time 
dimensional convolution layer can improve performance in diagnosing thyroid ultrasound videos.
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1. Introduction

Thyroid cancer (TC) accounted for 586,000 cases and 44,000 deaths globally in 2020, ranking 9th in incidence and representing 
3.8 % of all new cancer cases [1,2]. The detection rate of thyroid nodules (TNs) is increasing due to the widespread use of medical 
imaging technology, pathological biopsy, and medical monitoring [1,3]. Although only 7–15 % of all nodules are malignant [4], failing 
to diagnose and treat malignancies in time can lead to adverse outcomes such as abnormal thyroid function and metastasis. Therefore, 
early identification of pathological changes is crucial.

Currently, pathological biopsy is the recognized standard for diagnosing TNs [5]. However, its invasiveness is a significant barrier 
to making it a routine procedure. Pathological results can only be obtained through surgery or fine-needle aspiration (FNA) [6], which 
can cause complications such as hemorrhage, infection, injury to the recurrent laryngeal nerve or parathyroid gland, or even im
plantation and metastasis of tumor cells. The debate over the necessity of invasive procedures is ongoing [7]. Consequently, the 
adoption of conservative and risk-tailored management strategies has emerged as a significant issue [8–11].

Ultrasound has become the preferred method for examining the thyroid due to its non-invasive, convenient, low-cost, and real-time 
features. However, the potential for misdiagnosis arises from an overreliance on the radiologist’s experience [12]. Objective ap
proaches and increased accuracy are urgently needed.

Artificial intelligence has been considered as an effective method to improve the accuracy of thyroid ultrasound diagnosis [13]. 
Convolutional neural networks (CNNs) can automatically recognize and extract image features, which eliminates subjectivity in the 
diagnostic process [14]. They can be used in multiple medical tasks, including lesion detection, disease classification, and anatomical 
structure segmentation [15]. Previous studies have demonstrated the potential of artificial intelligence (AI) in assisting medical 
diagnosis. Some studies have shown that CNN-based methods for detecting TNs can achieve over 97.5 % accuracy [16,17] and 0.985 
AUROC (area under the receiver operating characteristic curve) [18]. Experts have also demonstrated that CNN-based methods for 
detecting and classifying TNs are no less effective than experienced clinicians [19–21]. For example, Liu et al. [17] showed signifi
cantly improved sensitivity (0.964 vs. 0.928), specificity (0.780 vs. 0.366), and accuracy (0.928 vs. 0.816) using AI compared to 
clinicians.

Previous research on AI recognition of TNs primarily focused on image-level inference, generating predictions based on physician- 
selected images [22]. This approach suggests that the AI’s acquired knowledge might be constrained by the subjectivity inherent in 
image selection, which could lead to the exclusion of vital information present in frames that are disregarded by the operators. 
Therefore, our aim was to develop an AI model capable of autonomously processing ultrasound videos and predicting malignancy. 
Chen et al. proposed a framework for video classification using a CNN as the backbone and a max-pooling layer to reduce information 
in the time dimension [23]. This demonstrated that pooling strategies could effectively link the knowledge from single image content 
to the entire recording in ultrasound-related tasks. In our study, we further explored information distillation strategies in the time 
dimension, proposing a method that employs a time-dimensional convolution layer to adjust the weight of each frame and generate 
final video-level predictions. Meanwhile, merging additional information from different modalities or scales may improve diagnostic 
performance. For example, utilizing the relationship between local and global regions can improve accuracy in pose estimation 
[24–26]. When it comes to video action classification, a two-stream architecture has been considered a classic implementation, using 
both raw stream and optical flow stream [27]. In our research, we considered both the raw-scale images and the ROI-scale fragments to 
be essential elements of ultrasound recordings. Consequently, we integrated the ROI-scale stream as an auxiliary stream to develop a 
dual-stream video classification neural network, which we then validated using both internal and external test datasets.

2. Materials and methods

2.1. Study population recruitment workflow

This was a prospective study that used US video sets. The inclusion criteria were: 1) patients aged over 18 years old; 2) with TNs 
ranging from 2 mm to 88 mm; 3) without any preoperative operation; 4) willingness to undergo thyroid surgery or FNA. The exclusion 
criteria were: 1) with any preoperative treatment, including FNA, thyroid surgery or histological investigation; 2) with poor-quality US 
videos. This study was approved by the local Research Ethics Committee of Shenzhen People’s Hospital (Approval number: LL- 
KY2021-026-01). The written informed consent was obtained from all individual participants and all data used were acquired with 
institutional review board-approved protocols.

2.2. Process of US videos acquisition and analysis

The US examination was performed by two radiologists with expertise of 3–5 years (junior), two with 5–10 years (senior) and two 
experienced radiologists with more than 10 years experiments. US videos for TNs were captured by US systems with probes of 5–13 
MHz (Mindray I9 and Sonoscape P60) and stored in DICOM format. Both longitudinal and transverse planes of the TNs were obtained. 
Diagnosis of benign and malignant TNs was provided by the three groups of radiologists independently. The ACR Thyroid Imaging 
Reporting and Data System (ACR TI-RADS) guideline [4], including the maximum diameter, composition, echogenicity, shape, 
margin, echogenic foci, and TI-RADS stages, were referred to evaluate the malignancy risk of each TN by two experienced radiologists. 
The ACR TI-RADS criteria for determining benign or malignant nodules relied on whether a patient underwent FNA biopsy or not. 
Discussions were conducted to obtain consensus results when inconsistencies existed.
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2.3. Data organization and pre-processing

A total of 845 nodules, comprising 251 malignant and 594 benign cases from Shenzhen People’s Hospital and Zhejiang Cancer 
Hospital, were utilized to train, validate, and test the classification modules by a distribution ratio of 7:1:2, respectively. To ascertain 
the robustness of our proposed model, an additional external test set was established, consisting of 126 nodules from 92 patients at the 
Longhua Branch of Shenzhen People’s Hospital. Each video in our dataset contains imagery of a single nodule. The process of sample 
selection is illustrated in Fig. 1.

For each ultrasound screening included in this study, we cropped the main ultrasound window from the whole recorded video to 
eliminate information about patients and devices. Then, we converted the video to grayscale, utilized zero-padding, and resized each 
frame to a shape of 256 × 256. For each video, 64 frames were subsampled at equal intervals, and the value of each pixel was divided 
by 255 to obtain an input tensor with a fixed shape of 64 × 1 × 256 × 256, with values ranging from 0 to 1.

2.4. Algorithm design and model construction

The whole model consists of three main modules: the ROI detection module, the video feature extraction module, and the clas
sification module. Raw videos are the inputs for the dual-stream model and are processed by the ROI detection module to crop out the 
ROI video. Subsequently, both raw video and ROI video are sent to the video feature extraction module, which processes each frame in 
parallel and generates feature maps. After temporal feature distillation, we obtain the final video-level features, merging both raw 
scale and ROI scale information. A simple fully connected layer is used as the final classification module to generate the video clas
sification results (Fig. 2).

In clinical practice, physicians care about the specific sign of malignancy at the region near the lesion, such as calcification, margin, 
and composition. A common practice helping AI to pay attention is locating the nodule’s region of interest (ROI) and letting the AI 
learn from ROIs. In order to realize it, we used a Faster-RCNN based object detection module to locate thyroid nodule of each frame. 
ROIs were cropped and resized to 128 × 128. An ROI video is constructed by integrating all the frames together. If nodule is not found 
in a frame, we will use an all-zero array to replace it.

The prior knowledge of distinguishing between benign and malignant lesions acquired from single-frame images is crucial for video 
processing. Carreira et al. produced an Inception-ResNet backbone based video classification model, which inherited the image level 
pretrained knowledge and achieved 80.2 % accuracy on HMDB-51 and 97.9 % on UCF-101 [28]. Chen et al. evaluated the perfor
mances of different backbones in thyroid ultrasound image classification task, and Inception-ResNetV2 achieved the highest AUROC of 
0.94. In our study, we pretrained an inception-ResNetV2-based image-level backbone on a thyroid dataset containing 19,341 images of 
7236 patients (2982 malignant patients) from Zhejiang Cancers Hospital. This backbone uses single grayscale image as the input and 
predicts its malignancy.

When processing video format data, we use the pretrained backbone to parallelly extract the features of each frame. Each feature 
map has the same shape of 1 × 1 × 1536 (1536 is the feature dimension defined by the image-level module of Inception-ResNetV2). In 
total, 64 feature maps will be created and used for downstream analysis. The last key component in video feature extraction module is 
the temporal distillation layer. Since all frames are used to produce features, the information contained in the final feature maps is huge 
and redundancy. Therefore, distillate important features to reduce the complexity of video level features is needed. Chen et al. used 
MaxPooling layer to distillate information, which means that only the most significant benign or malignant signal in each feature 
dimension (1536 dimensions in total) are used to make a prediction [23]. To improve the final accuracy, we also proposed two 
additional methods for temporal distillation, including AvgPooling layer and temporal convolution layer. In AvgPooling layer, we 

Fig. 1. Flowchart of inclusion and exclusion of the study subjects.
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considered each frame share the same importance in prediction and the final video feature is the average result of all frames’ features. 
In temporal convolution layer, we believed that the importance of different frames varies along the timeline. Therefore, we used a 
convolution kernel with the size of (64,1) to process the merged feature map (size: 64 × 1536) to generate the final video feature (size: 
1 × 1536). The parameters in temporal convolution layer were learnt during the training process (Fig. 3).

After getting the final video feature map, we concatenated features from different scales and sent it to a fully connect layer. With the 
final fully connect layer, the model will provide a final two-classes prediction. We used data augmentation to mimic the image 
transformation in clinical data acquisition, including random stiff transformations, zoom, flip and rotation. Models were constructed 
using Pytorch 2.1.0 and Python 3.11 and trained on a server containing two Nvidia RTX 3090 GPUs. Batch size was set to 1 for 50 
epochs with a learning rate of 0.001. Early stopping strategy was used and set to stop training when validation loss of five epochs does 
not decrease.

2.5. Evaluation indicators

To measure the performance of the trained network, common evaluation metrics were used. The primary endpoint of the study was 
the AUROC for TNs diagnosis, while the secondary endpoints were accuracy, sensitivity, and specificity. Ultrasonic videos were used to 
compare the performance of six different model variants as well as the performance of three radiologists with varied experiences.

Fig. 2. Architecture of dual-stream neural network. The whole model consists of the ROI detection module, video feature extraction module, and 
classification module.

Fig. 3. Architecture of Video feature extractor. The video feature extractor utilizes knowledge from ultrasound frames, breaking down videos into 
64-frame intervals. Each frame undergoes convolutional neural network processing, resulting in individual feature maps (1 × 1 × c) inherited from 
the image-level module. Different feature distillation strategies can be used to generate final video feature map, including MaxPool, AvgPool and 
Temporal Convolution.
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3. Results

3.1. General and ultrasonic characteristics analysis

A total of 1158 participants were enrolled from January to August 2022. All participants underwent US examination, and US videos 
were collected. 44 patients were excluded because of prior thyroid procedures, while 23 patients were excluded due to poor-quality US 
videos. Additionally, 419 patients were excluded due to the lack of FNA biopsy or thyroid surgery. The study consisted of 672 patients 
(46.63 ± 13.32 years of age, range between 19 and 87 years old, 173 males (25.8 %) and 499 females (74.2 %) with 845 nodules in the 
final analysis. The patients’ characteristics are listed in Table 1. Of the 845 nodules, 594 (70.30 %) were benign and 251 (29.70 %) 
were malignant. A comprehensive overview of the characteristics of these nodules is shown in Table 2. To further ascertain the 
robustness of our proposed model, we incorporated an external test set, which included 126 nodules from 92 patients. This set was 
collected between January and August 2022 at the Longhua Branch of Shenzhen People’s Hospital.

3.2. Diagnostic performance of different variants on internal test set

The performance of six AI models for differentiating TNs was summarized in Table 3. The dual-stream model with temporal 
convolution layer achieved the highest AUROC of 0.969 (95 % CI: 0.944–0.993) with the highest accuracy of 0.926, outperforming all 
other models. In terms of using different feature distillation strategies, model with temporal convolution layers show better perfor
mance. When it comes to whether using additional ROI-scale information, dual stream variants always show higher AUROC.

3.3. Model performance compared with radiologists

The diagnostic performance in differentiation from malignant to benign nodules of test set by radiologists with different levels was 
showed in Fig. 4 and Table 3. When independently evaluating the TNs, the diagnosis of experienced radiologists showed higher ac
curacy, specificity, AUROC than the junior. The sensitivity of US diagnosis by experienced radiologists was also better than that by 
junior radiologists. The accuracy of the dual-stream temporal convolution model in TNs diagnosis is 0.926, which is significantly 
higher than that of junior and senior radiologists. The best model also shows an equivalent performance to experienced radiologists, 
with slightly higher sensitivity (0.900 vs. 0.884) and a similar specificity (0.938 vs. 0.935).

We further analyzed the mechanisms behind this phenomenon using Grad-CAM visualization. In Fig. 5, Case 1 depicts an image of 
papillary carcinoma, which both the dual-stream and single-stream models accurately diagnose, demonstrating a very similar 
emphasis on image features. However, when confronted with more complex malignant cases, such as the thyroid micro-papillary 
carcinomas presented in Case 2 and Case 3, the single-stream network’s focus areas tend to stray from the actual nodular regions, 
thereby diminishing its diagnostic accuracy.

3.4. Ablation experiment

To evaluate whether using video format as raw input benefited AI diagnosis, we designed an ablation experiment that using pure 
image level Inception ResNetV2 model to make predictions on the images selected from internal test set. In this experiment, two 
radiologists were asked to pick the frame with most significant malignancy signatures in each video for image level prediction. On 
internal test set, the image level model reached an AUROC of 0.885 (95 % CI: 0.836–0.935). This result indicates that any video-based 
model has the potential to outperform models that operate solely at the single image level.

3.5. External test results

To test the robustness of our proposed model, we collected additional 126 thyroid ultrasound videos from Longhua Branch of 
Shenzhen People’s Hospital. We tested six AI variants in external test set and dual stream model with temporal convolutional layer still 
achieved the highest AUROC of 0.931 (95 % CI: 0.890–0.972), with an accuracy over 0.85 (Table 4).

Table 1 
The characteristics of patients.

Total patients Female Male

No. 672 499 173
Age 46.63 ± 13.32 45.35 ± 12.65 50.38 ± 14.51
Multifocal/Unifocal 102/570 76/423 26/147
With/without HT 135/537 86/413 49/124

Multifocal: Number of patients with more than one nodule.
Unifocal: Number of patients with only one nodule.
HT: Hashimoto’s thyroiditis.
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4. Discussion

The prevalence of TC is increasing, yet the overdiagnosis and overtreatment of TC have become a significant concern. This concern 
arises from the high puncture rates, but low malignancy rates, leading to debates over subsequent treatment strategies for TC. Even 
non-operative invasive procedures like FNA are now being approached with increased caution. Consequently, there is an immediate 
need for an effective and objective method to reduce the risks associated with invasive examinations. While ultrasound examination 

Table 2 
Demographic data of 845 nodules.

Total nodules Benign nodules Malignant nodules

No. of nodules 845 594 251
Nodule size (mm) 13.36 ± 11.56 14.08 ± 12.67 11.65 ± 8.17
ACR TI-RADS

1 140 140 0
2 180 175 5
3 110 109 1
4 184 145 39
5 231 25 206

Pathological type
Nodular goiter 561 561 /
Follicular adenoma 20 20 /
Thyroid adenoma 8 8 /
Hashimoto’s thyroiditis (non-nodule) 5 5 /
PTC 246 / 246
FTC 2 / 2
MTC 3 / 3

Video-based AI Model with Raw-Scale and ROI- 
Scale Information for Thyroid Nodule Diagnosis

Video-based AI Model with Raw-Scale and ROI- 
Scale Information for Thyroid Nodule Diagnosis

Video-based AI Model with Raw-Scale and ROI- 
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​ Video-based AI Model with Raw-Scale and ROI- 
Scale Information for Thyroid Nodule Diagnosis

Video-based AI Model with Raw-Scale and ROI- 
Scale Information for Thyroid Nodule Diagnosis

Video-based AI Model with Raw-Scale and ROI- 
Scale Information for Thyroid Nodule Diagnosis

​ Video-based AI Model with Raw-Scale and ROI- 
Scale Information for Thyroid Nodule Diagnosis
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Scale Information for Thyroid Nodule Diagnosis
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​ Video-based AI Model with Raw-Scale and ROI- 
Scale Information for Thyroid Nodule Diagnosis
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Scale Information for Thyroid Nodule Diagnosis

Video-based AI Model with Raw-Scale and ROI- 
Scale Information for Thyroid Nodule Diagnosis

​ Video-based AI Model with Raw-Scale and ROI- 
Scale Information for Thyroid Nodule Diagnosis

Video-based AI Model with Raw-Scale and ROI- 
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Normally distributed numerical variables are shown by mean ± standard deviation. PTC: Papillary thyroid carcinoma; FTC: Follicular thyroid car
cinoma; MTC: Medullary thyroid carcinoma.

Table 3 
The diagnostic performances of the AI variants and radiologists on internal test set.

Variants AUROC 95 % CI Accuracy Sensitivity Specificity PPV NPV

Dual-Stream, with Temporal Convolution Layer 0.969 0.944–0.993 0.926 0.900 0.938 0.865 0.955
Single-Stream, with Temporal convolution layer 0.946 0.914–0.977 0.802 0.960 0.732 0.615 0.976
Dual-Stream, with MaxPool Layer 0.948 0.917–0.979 0.833 0.860 0.821 0.683 0.929
Single-Stream, with MaxPool Layer 0.936 0.899–0.972 0.864 0.900 0.848 0.726 0.950
Dual-Stream, with AvgPool Layer 0.955 0.924–0.985 0.858 0.940 0.821 0.701 0.968
Single-Stream, with AvgPool Layer 0.946 0.913–0.979 0.883 0.860 0.893 0.782 0.935
radiologists ​ ​ ​ ​ ​ ​ ​
experienced \ 0.919 0.884 0.935 0.863 0.945
senior \ \ 0.867 0.837 0.880 0.766 0.920
Junior \ \ 0.830 0.697 0.891 0.750 0.863
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has become the preferred non-invasive diagnostic method, its diagnostic accuracy is hindered by inter-observer variability, necessi
tating improvement.

In this study, we have developed artificial intelligence models designed for the automatic and precise diagnosis of TNs using non- 
invasive ultrasonic videos. Through comparative analysis of various model variants, we have validated our hypothesis that incor
porating additional information from ROI-scale streams can enhance diagnostic performance. This finding aligns with observations in 
other AI applications, where the integration of global and local information at different scales has been shown to boost model efficacy 
[29–31]. The ROI stream in the dual-stream network maintains a close focus on the nodule, while the raw stream takes into account 
both the nodule and the surrounding tissue. A notable drawback of the single-stream model is its reduced specificity, as evidenced by a 
score of 0.732 in our internal test set.

Analysis of research data demonstrates that the additional ROI scale information benefits final performance. Our analysis of the 
research data confirms that the inclusion of supplementary ROI-scale information significantly enhances overall performance. With the 
AI models we proposed, we achieved diagnostic accuracy, sensitivity, and specificity in TN diagnosis that are comparable to, if not 
superior, those of senior radiologists. Moreover, the dual-stream temporal convolution model exhibited a level of diagnostic accuracy, 
sensitivity, and specificity in TN diagnosis that matches that of experienced radiologists. Although our study presents promising 
outcomes for the automation of thyroid ultrasound diagnosis using AI, there are areas that warrant further investigation. For instance, 
the video data in this study were obtained by well-trained physicians adhering to a standard operating procedure. In other medical 
facilities with different protocols, their ultrasound examinations might present different characteristics, particularly in terms of the 
temporal dynamics of the image sequences. Additionally, our research has primarily concentrated on papillary thyroid carcinoma, 
which is the most prevalent pathological subtype. Therefore, the generalizability of our findings to all subtypes of TC is yet to be 
determined. In future research, we intend to expand our dataset to include more pathological types of TC, with the goal of refining our 
model’s ability to accurately diagnose each TC subtype and thereby extending its clinical utility.

In conclusion, our study introduces a dual-stream model equipped with temporal convolution for the automated and precise 
diagnosis of thyroid nodules utilizing non-invasive ultrasound videos. The findings of our research substantiate the notion that 
leveraging information across various scales can significantly improve the predictive capabilities of AI in medical diagnostics.
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Fig. 4. Model performance compared with human radiologists. Multiple receiver operating characteristic curve illustrate the performance of 
various models in TNs diagnosis. The dual-stream temporal convolution model achieved an AUC of 0.969 in diagnosing thyroid nodules, signifi
cantly outperforming other models and human radiologists. The purple (★) labeled with “experienced” represents the diagnostic results of two 
experienced radiologists, the green (★) labeled with “senior” represents the diagnostic results of two senior radiologists, and the blue (★) labeled 
with “junior” represents the diagnostic results of two junior radiologists.
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Statistics and biometry

No complex statistical methods were necessary for this paper.

Informed consent

Written informed consent was obtained from all subjects (patients) in this study.

Fig. 5. Heatmap analysis using Grad-CAM. For easily distinguishable malignant nodules, both single-stream and dual-stream networks focus on the 
same features and predict a high probability of malignancy (Case 1). For relatively hard-to-distinguish malignant nodules, the ROI stream of the 
dual-stream network focuses on the nodule area and predicts a malignancy probability of 0.708, whereas the raw scale stream, which attends to 
surrounding relevant regions, predicts a lower malignancy probability of 0.400 (Case 2). In benign nodules, the dual-stream network effectively 
captures both the nodule and its surrounding features, predicting a malignancy probability of 0.008. In contrast, the single-stream network may 
focus on irrelevant areas, resulting in a higher malignancy probability of 0.717 and leading to potential misjudgments (Case 3).

Table 4 
The diagnostic performances of the AI variants on external test set.

Variants AUROC 95 % CI Accuracy Sensitivity Specificity PPV NPV

Dual-Stream, with Temporal Convolution Layer 0.931 0.890–0.972 0.857 0.935 0.781 0.806 0.926
Single-Stream, with Temporal convolution layer 0.912 0.864–0.960 0.817 0.839 0.797 0.800 0.836
Dual-Stream, with MaxPool Layer 0.913 0.866–0.960 0.833 0.758 0.906 0.887 0.795
Single-Stream, with MaxPool Layer 0.893 0.840–0.946 0.810 0.806 0.813 0.806 0.813
Dual-Stream, with AvgPool Layer 0.921 0.873–0.968 0.865 0.952 0.781 0.808 0.943
Single-Stream, with AvgPool Layer 0.870 0.811–0.929 0.762 0.790 0.734 0.742 0.783
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