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Abstract
In polarized societies, divided subgroups of people have different perspectives on a range of topics. Aiming to reduce polarization, 
authorities may use debunking to lend support to one perspective over another. Debunking by authorities gives all observers shared 
information, which could reduce disagreement. In practice, however, debunking may have no effect or could even contribute to 
further polarization of beliefs. We developed a cognitively inspired model of observers’ rational inferences from an authority’s 
debunking. After observing each debunking attempt, simulated observers simultaneously update their beliefs about the perspective 
underlying the debunked claims and about the authority’s motives, using an intuitive causal model of the authority’s decision- 
making process. We varied the observers’ prior beliefs and uncertainty systematically. Simulations generated a range of outcomes, 
from belief convergence (less common) to persistent divergence (more common). In many simulations, observers who initially held 
shared beliefs about the authority later acquired polarized beliefs about the authority’s biases and commitment to truth. These 
polarized beliefs constrained the authority’s influence on new topics, making it possible for belief polarization to spread. We discuss 
the implications of the model with respect to beliefs about elections.
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Significance Statement

Polarized beliefs about election fairness put democracy at risk. Debunking is one of only a few tools for combating the polarization of 
beliefs in a divided society. We develop a cognitively inspired model of how observers interpret an authority’s debunking actions. The 
act of debunking can lead rational observers’ beliefs to converge or remain polarized, and also affects the reputation of the authority. 
An authority’s acquired reputation in turn can spread polarization to new topics. Applied to the case of beliefs about election fraud, 
our model provides insights into when and how debunking fails to reduce polarization, and delineates conditions under which author
ities perceived as independent can offer an antidote to divided societies.
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Introduction
A functioning democracy requires that citizens accept election re
sults when the elections are administered fairly (1–3). One of the 
most notable indicators of partisan polarization in the United 
States has been the divergence in beliefs between Democrats 
and Republicans about the legitimacy of the 2020 presidential 
election (4–6). Belief in “the big lie” among Republicans has per
sisted despite a wave of debunking efforts by public officials of 
both parties and by the media (7, 8). Why have debunking efforts 
in this domain failed? And under what conditions are debunking 
efforts likely to be successful in general?

Prior research has shown that confidence in election outcomes 
can be enhanced by the presence of independent observers who 

certify that electoral procedures were respected and followed 

(9–11). These observers also debunk false claims regarding elec

tion manipulation (e.g. (12)). Authority figures in other domains 

such as public health and climate science also act to debunk 

harmful forms of misinformation (13–15).
However, an authority’s debunking efforts are not always ef

fective, and the changes in beliefs induced by authorities’ efforts 

are both variable and hard to predict (16–21). Perceptions of parti

san bias (e.g. (22–24)) or less-than-scrupulous motives (e.g. (25)) 

can reduce the impact of factually accurate debunking. Of course, 

not all authority debunking is consistent with the truth, particu

larly when the authority derives a benefit from a piece of misinfor
mation, e.g. (26–28). Moreover, people may be initially uncertain 
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about their prior beliefs (29–32). Many beliefs pertain to domains 
where knowledge accumulates slowly and lacks epistemic cer
tainty at the time debunking occurs (e.g. public health, climate 
change, election fairness monitoring in real-time and claims 
about election results prior to final vote tabulation, for example 
the 2024 Venezuelan election (33)). Fundamental uncertainty 
(as opposed to measurement error) can influence the extent to 
which debunking results in converging or diverging beliefs (34–36).

In this article, we construct a formal Bayesian model of the ef
fects of debunking on observers’ beliefs to synthesize these di
verse observations. The unwillingness to update beliefs given 
disconfirming information has sometimes been characterized as 
evidence of irrationality (e.g. (37)). However, following recent 
work in Bayesian network models (e.g. (38)), our model reveals 
many conditions under which debunking rationally fails to reduce 
confidence in a debunked perspective and instead engenders di
vergent beliefs about the authority (i.e. new polarization). Our 
model also shows how polarization may rationally spread into 
additional topics.

Bayesian models posit that people interpret and explain evi
dence by updating their mental causal model of how the evidence 
was generated (38–42). A Bayesian approach highlights that after 
observing evidence, people jointly update graded beliefs probabil
istically across the whole network. Thus, even when two groups of 
people see the same evidence, and share the same mental model 
of potential causal pathways leading to that evidence, they may 
reach different conclusions about the most likely cause of the 
evidence if they hold different prior beliefs about the causal 
pathways. In some cases, the same piece of evidence can even 
strengthen directly opposing beliefs (38). In this sense, we use 
the term “rational” to refer to the process by which beliefs are up
dated, rather than the truth of the resulting beliefs, consistent 
with common practice in cognitive science, e.g. (43, 44).

In contrast to prior Bayesian models designed specifically to 
capture political polarization (e.g. (45)), we use a generic cognitive 
framework to model observers’ inferences from others’ actions. In 
this framework, the underlying generative model posits that peo
ple plan actions to achieve their desires given their beliefs, or put 
differently, that people choose the action that will maximize their 
own expected utility (the principle of rational action (46, 47)). By 
inverting this generative model, known as inverse planning (46), 
observers estimate the unobservable internal states (i.e. the ac
tor’s beliefs and desires) that most likely generated the observed 
actions. Inverse planning models provide detailed quantitative 
fits to human judgements in many settings (46–49). The model ap
plied here was initially developed and validated to capture infer
ences from observing an authority’s choice to punish, or not 
punish, a potentially harmful action (Radkani et al. (50)).

We propose that observers interpret authority debunking, like 
other actions, by inverse planning. To simulate the effects of au
thority debunking, we start with minimal assumptions: two sub
groups of observers within a society differ only in their beliefs 
about one topic (e.g. election security). Then, an authority faces 
the choice of whether to debunk one claim, drawn from one per
spective on the disputed topic (e.g. perspective: the election was 
stolen; claim: voter rolls in a specific district were manipulated). 
Observers assume that the authority chooses between debunking 
and not debunking the claim based on the authority’s own ex
pected utility. All observers share an intuitive theory of the author
ity’s decision-making process: authorities may be motivated to 
debunk a claim because they believe it is likely to be false (if the au
thority gains utility from the accuracy of accepted claims) and/or 
because the claim harms their own interests (if the authority gains 

utility from undermining the perspective or source of the claim). 
Given this intuitive theory, all observers then rationally update 
their beliefs about the authority based on the observed choices of 
that authority over time, here a sequence of debunking five claims, 
all of which originate from the same perspective (e.g. state that 
dead people did not vote; state that illegal immigrants did not vote).

Using simulations, we illustrate the effects of debunking on the 
evolution of beliefs about both the topic and the authority. In each 
simulation, the two groups initially share beliefs on all dimensions 
except about their perspective on the focal topic. This allows us to 
(i) identify the conditions leading to convergence or continued po
larization of beliefs about the topic; (ii) demonstrate that debunking 
can lead to divergent and polarized beliefs about the authority’s 
epistemic motivation and bias, despite identical initial beliefs; 
and (iii) investigate how inferences about the authority can spill 
over and cause a rational divergence of beliefs in a new topic 
area where observers are initially uncertain and the authority at
tempts to engage in debunking.

This approach yields several contributions. First, we establish a 
set of minimal conditions for belief convergence or continued po
larization among observers. Our model adopts a neutral stance re
garding the underlying truth of the claim evaluated by observers 
and does not assume group differences in either rationality or 
ability. Instead, the two groups in our model differ only in their 
perspectives on one initial topic, which may be correlated with 
any other descriptive difference (e.g. gender, religion, political 
partisanship). Though differences between groups in their epi
stemic values or abilities could contribute to belief convergence 
or polarization (e.g. (51)), our simulations show that they are not 
necessary for either outcome. These minimal conditions allow 
our model to speak to a wide variety of real-world divisions, not 
limited to those where belief accuracy and group membership 
are correlated, e.g. (52).

Second, our model provides insight into the cognitive processes 
associated with belief change. Experimental and observational 
studies have demonstrated the significance of a source’s credibil
ity for persuasion (53–55) and debunking (52, 56–59). An inverse 
planning approach allows us to unbundle two components of 
credibility from an observer’s perspective (epistemic motivation 
and bias) and then demonstrate how these components interact 
with belief uncertainty to produce nuanced effects of the author
ity’s reputation on belief updating. This approach also extends the 
formal literature on the processing of political information (e.g. 
(45, 60, 61)) and contributes to the integration of cognitive science 
into the study of political behavior, e.g. (62–64).

Computational framework
To adapt the inverse planning framework to the context of de
bunking, we must characterize how authorities are perceived to 
make debunking decisions. That is, we must define the observers’ 
mental model of the authority’s expected consequences of de
bunking or not debunking (i.e. each option’s utilities), and how 
much the authority values and pursues those consequences (i.e. 
their motives), in choosing whether or not to debunk a claim. 
The inverse planning model (of observers’ inferences) thus begins 
with a generative planning model (of authority’s choices) (Fig. 1A). 
Note that for this approach, the planning model need not be a cor
rect or complete model of the authority’s actual planning process; 
it only has to capture the planning process as imagined by the ob
servers (48).

The generative model treats debunking as causing overall 
harmful consequences for the perspective from which the claims 
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are drawn. This harm (negative utility) could be understood as 
making the claims less likely to be transmitted, or the perspective 
less likely to be accepted, or as imposing a reputational cost on the 
source of the claims.

Authorities consider two kinds of utility when planning 
whether to debunk a claim and thus cause harm to the perspec
tive, or not. First, different authorities place different weights on 
this negative utility. These weights, here called bias, range from 
bias against the perspective (a negative weight, i.e. debunking 
harms the perspective and thus benefits the authority) to bias in 
favor of the perspective (a positive weight, i.e. debunking harms 
the perspective and thus also harms the authority). The bias could 
also be understood as towards the source of the claim, for ex
ample gaining utility from harming political competitors or from 
protecting political allies. Bias creates a motivation to debunk 
claims if the authority is biased against the claims or their source, 
and not to debunk claims if the authority is biased in favor of the 
claims or their source.

Second, the consequences of debunking can be balanced 
against whether the perspective is likely true or false. This can 
be understood as an epistemic value, creating higher utility 
if the debunked claims are likely to be false, and lower utility if 
the debunked claims are likely to be true. The epistemic value 
of not debunking is the converse: a higher utility if the claims 
are likely true and a lower utility if the claims are likely false. 
Different authorities weigh the epistemic value of debunking or 
not debunking to different degrees, depending on how much 
they care about transmitted claims being accurate and truthful, 
here called their accuracy motive.

To formalize these ideas, we write the authority’s expected util
ity over each action “a” (i.e. debunking or not) as:

Utotal(a) = αtargetUtarget + αaccuracyUaccuracy, (1) 

where Utarget is the utility associated with the consequences of 

each possible action “a” for the target. Debunking is harmful, so 
Utarget is negative for debunking and zero for doing nothing.

Uaccuracy denotes the epistemic value of “a,” and is defined as 
the balance between the consequences of “a” and the claim’s 
truth likelihood; i.e. Uaccuracy is highest when the response is 

proportional to the likelihood of the claim’s truth (varying con
tinuously between 0 and 1), and decreases the more the response 
is either too lenient (doing nothing when the claim is likely false) 
or too harsh (debunking when the claim is likely true):

proportionality(a) = (Lclaim truth − 1) − Utarget(a)

Uaccuracy(a) = ‖proportionality(a)‖ (2) 

Authorities can differ in the weight placed on each of these util
ities. An authority’s accuracy motive (αaccuracy) is sampled con

tinuously between 0 and 1, and bias towards the perspective 
(αtarget), is sampled between −0.5 and 0.5 to denote bias against 

and in favor of the perspective, respectively.
An authority plans to debunk a claim, or not, by comparing the 

overall utilities of these two options using the softmax decision 
rule, whereby the β parameter controls the noisiness, or the de
gree of rationality of the authority in choosing the decision with 
highest utility.

P(a ∣ Lclaim truth, αaccuracy, αtarget, Utarget) ∝ eβUtotal(a). (3) 

By inverting this generative model of an authority’s debunking de
cision, observers simultaneously update their beliefs about the 
truth of the claims’ perspective (or source), and the authority’s 
motives. That is, an observer with prior beliefs about the truthful
ness of the perspective and authority’s motives, P(Lclaim truth, α), as 
well as their appraisal of the cost of debunking for the target, 
Utarget, uses Bayesian inference to update their beliefs about the 

perspective and authority’s motives, simultaneously.

P(Lclaim truth, α ∣ a, Utarget)

∝ P(a ∣ Lclaim truth, α, Utarget) × P(Lclaim truth, α),
(4) 

where P(a|Lclaim truth, α, Utarget) is the authority’s policy derived in 

Eq. 3.
These equations determine observers’ belief updates after ob

serving one debunking decision by one authority. To simulate the 
evolution of beliefs given evidence of a series of debunking decisions 
within one domain, we iterate Bayesian inferences; that is, the pos
terior belief after observing one decision becomes the prior belief for 
the next observation, and this sequence is repeated five times.

Fig. 1. A) Conceptual depiction of the inverse planning model and B) schematic of model simulations. In each pair of simulations, two subgroups initially 
hold different beliefs about a topic, but hold shared beliefs about the authority’s accuracy motive and bias. After observing each of the authority’s 
debunking decisions (i.e. debunking the claims from one perspective), observers use their mental model of the authority’s decision-making to 
simultaneously update their beliefs about the perspective (i.e. its truth) and the authority’s accuracy motive and bias. Observers’ posterior beliefs after 
each debunking decision then serve as the prior beliefs for judging the next decision.
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Results
We simulated societies in which two subgroups of observers have 
different initial perspectives on a topic: a proponent subgroup 
who believe claims drawn from one perspective to be on average 
likely true, and an opponent subgroup who believe claims drawn 
from that perspective to be on average likely false. Critically, ob
servers in both subgroups initially have shared beliefs about an 
authority. Everyone then observes the authority sequentially de
bunk five claims from the same perspective. After each time the 
authority chooses to debunk a claim, observers in both subgroups 
rationally update their beliefs about the causes of the authority’s 
choice (Fig. 1B). We simulate and study the resulting evolution of 
observers’ beliefs about the topic (i.e. the distribution of likeli
hoods that any given claim from that perspective is true) and 
about the authority’s accuracy motive and bias.

Note that our model is agnostic as to the ground-truth of the 
claim. Indeed, our model applies equally to observations of de
bunking a claim (1) when the claim is false (e.g. debunking the 
claim that a fair election was unfair); (2) despite the claim being 
true (e.g. debunking the claim that a fair election was fair); and 
(3) when there is genuine uncertainty about the claim (e.g. de
bunking a claim that an election was fair when fairness cannot 
be established).

We ran 243 pairs of simulations (i.e. one pair contains a propon
ent and an opponent subgroup, with the same initial beliefs about 
the authority, making the same observations), testing 35 varia
tions of prior belief parameters. Across all simulation pairs, the 
two subgroups differed in their initial perspectives on the topic 
by the same amount; the proponent subgroup initially believed 
that claims from one perspective on the topic are on average 
80% likely to be true, while the opponent subgroup believed that 
claims are on average 20% likely to be true. We systematically var
ied the subgroups’ certainty in their perspective (symmetrically; 
both subgroups had the same level of uncertainty in a given 
pair of simulations), as well as the value and uncertainty of 
their shared beliefs about the authority’s motive to be accurate, 
and bias for or against the perspective (see “Simulations” in 
Materials and methods).

These simulations support a set of general principles about po
larization in these settings. Debunking led to convergence of per
spectives on the topic in a minority of simulations. The modal 
outcome, however, was that perspectives on the topic remained 
divergent between the two groups, with beliefs about the author
ity’s accuracy and bias additionally becoming polarized in some of 
those simulations.

Belief dynamics
We demonstrate the evolution of beliefs in two contrasting ex
ample settings (Fig. 2). In the first example, both subgroups share 
priors that the authority’s motives include a high motive for ac
curacy, no bias in favor or against the claims’ perspective, and 
both subgroups are uncertain about their initial beliefs about 
the topic. In this situation, debunking is effective: after five de
bunking acts, the proponent subgroup strongly updates their be
liefs about the topic so both subgroups eventually consider the 
claims more likely false than true, and still view the authority as 
highly motivated by accuracy and quite impartial. This happens 
because both subgroups believe that the debunking choices are 
highly motivated by accuracy and not motivated by bias against 
the claims’ perspective or source; therefore, debunking carries a 
lot of information about the truthfulness of the claims (i.e. that 
the claims are likely false). Therefore, especially when initial 

beliefs about the topic are uncertain, debunking causes most of 
those who believed in the debunked perspective to change 
their mind. Note that for the proponent subgroup, debunking is 
initially evidence against the authority’s accuracy motive and im
partiality. However, beliefs about the authority’s motives are hard 
to change because of their high certainty. Maintaining this high 
certainty in authority’s accuracy and impartiality contributes to 
the convergence of perspectives on the topic.

By contrast, in the second example, shared observations of the 
authority’s debunking lead to divergence of the subgroups’ be
liefs. When the subgroups are very confident in their differing be
liefs about the topic, and uncertain in their shared beliefs about 
the authority, the debunking is not effective. The subgroups do 
not change their perspectives on the topic, and at the same time 
they acquire very different beliefs about the authority. The sub
group that initially believed the claims still does so, but addition
ally believes that the authority is not motivated by accuracy and is 
highly biased against the source. By contrast, the opponent sub
group believes the authority cares a lot about accuracy and is at 
most slightly biased against the claims’ perspective or source.

These two examples demonstrate how the value and uncer
tainty of initial beliefs about the topic and the authority affect 
the evolution of these beliefs after observing debunking. Using 
this formal model, we can go beyond these two examples and study 
the evolution of subgroup beliefs in a continuous space of shared 
and differing priors that can vary in both value and confidence.

Drivers of belief polarization
Results from the full set of 243 simulations are shown in (Fig. 3). 
Focusing first on the convergence of beliefs about the topic, three 
prominent patterns were evident (Figs. S3 and S4). First, debunk
ing induced convergence of beliefs about the topic when those be
liefs were initially uncertain. The more the two groups were 
certain about their initial beliefs about the topic, the more these 
beliefs remained different despite debunking. Second, debunking 
was more effective when both groups initially believed the author
ity was highly motivated to give accurate information. The more 
the groups initially suspected the authority of low accuracy mo
tives, the more their beliefs remained polarized despite debunk
ing. Third, debunking was more effective when the authority 
was initially believed to be impartial or biased in favor of the de
bunked perspective. The more the groups initially suspected the 
authority of bias against the debunked perspective, the more 
their beliefs remained polarized despite debunking. In a small 
subset of simulations, authority’s debunking led to an increase 
in disagreement about the topic. In these simulations, both sub
groups updated their beliefs rationally by decreasing their be
liefs in the truth of the claims’ perspective, but the opponent 
subgroup updated their beliefs more strongly than the propon
ent subgroup.

However, all of these prominent patterns were modulated by 
systematic interactions, based on the uncertainty as well as the 
value of the other beliefs. For example, consider the interactions 
of beliefs about the topic and the authority’s accuracy (Fig. 4). 
When the authority was initially believed to be highly motivated 
by accuracy with some uncertainty, then the effect of debunking 
was very sensitive to the groups’ confidence in their differing be
liefs about the topics. If those beliefs were certain, debunking 
failed and the groups quickly acquired very polarized beliefs 
about the authority’s accuracy motives. If beliefs about the topic 
were uncertain, debunking was successful, the perspectives con
verged and confidence in the authority’s accuracy motive 
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remained high. The influence of uncertainty was itself modulated 
by the value of beliefs about authority’s accuracy. The influence of 
uncertainty about the topic disappeared if, holding everything 
else constant, the authority was initially believed to have low ac
curacy motive. In that case, beliefs about the topic remained po
larized, and beliefs about the authority’s accuracy slowly 
became partially polarized, regardless of the initial certainty of 
the beliefs about the topic.

Another systematic interaction arose between beliefs about the 
topic and the authority’s bias (Fig. 5). For example, when the au
thority was initially believed with high certainty to be biased in fa
vor of the debunked perspective (and moderately motivated to be 
accurate), then the effect of debunking was very sensitive to the 
groups’ certainty in their initial beliefs about the topic. If those 

beliefs were uncertain, debunking was successful, the beliefs 
about the topic converged and both groups’ confidence in the au
thority’s accuracy motive increased. If the beliefs about the topic 
were certain, debunking failed and the groups acquired polarized 
beliefs about the authority’s accuracy motive. However, if holding 
everything else constant, initial beliefs about the authority’s bias 
in favor of the content were uncertain, then beliefs about the topic 
remained polarized regardless of their initial certainty, and the 
proponent group instead quickly came to believe that the author
ity was actually biased against the debunked perspective. If the 
groups initially suspected that the authority was biased against 
the debunked perspective, then debunking also failed regardless 
of certainty about the differing beliefs about the topic or the au
thority’s bias (Fig. S2).

Fig. 2. Model simulations for evolution of beliefs in two example settings. The y-axis represents the mean of the belief distribution, and the x-axis shows 
the number of observed debunking actions; debunking actions 0 represents the prior belief on each variable. Truth of the perspective varies between 0 
and 1, with larger values representing a higher likelihood of truth. Accuracy varies between 0 and 1, with larger values representing a higher motivation to 
respond in proportion to the truthfulness of the claims—debunk likely false content and do nothing in response to likely true content. Bias varies between 
−0.5 and 0.5, with positive values representing bias in favor and negative values representing bias against the perspective—e.g. based on the political 
orientation of the perspective. The shaded ribbon shows the standard deviation of belief distribution. The solid line represents the subgroup who a priori 
believes the perspective of the claims is likely true (i.e. the proponent subgroup), and the dashed line represents the subgroup who a priori believes the 
perspective of the claims is likely false (i.e. the opponent subgroup). Left column: A setting in which the subgroups’ prior differing beliefs about the topic 
are uncertain, and their shared prior beliefs about authority’s legitimacy are confident—high accuracy and impartiality, leads to effective debunking of 
false content. Right column: A setting in which the subgroups’ prior differing beliefs about the topic are confident and their shared prior beliefs about the 
authority’s motivations are uncertain, leads to polarization of beliefs about the authority in addition to beliefs about the topic remaining polarized.
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Overall these simulations suggest that the effects of debunking 
on observers’ beliefs could be enormously variable, depending 
sensitively on the value and uncertainty of prior beliefs about 
both the topic and the authority’s motives (see also Figs. S3 and 
S4 for a larger set of simulations).

Polarization in new topic areas
The acquired polarization in beliefs about the authority’s motives 
has implications beyond a single topic and can propagate belief 
divergence into new topic areas. To explore this effect, we used 
the final beliefs about authority’s motives at the end of the simu
lations described above (243 pairs of simulations) as prior beliefs 
for a new topic area where the two subgroups start with shared un
certain beliefs (both groups believe the claims from one perspective 
are 50% likely to be true but are very uncertain about the probabil
ity that any given claim from this perspective is true). We ran the 
simulations for a perspective on a new topic that is related to the 
previous one, such that beliefs about the authority’s bias would 
be generalizable across the two topics. We studied the resulting 
polarization in beliefs, as the authority debunks claims about a 
perspective in this new topic five times (Fig. 6A).

Divergence in beliefs about the new topic after 5 debunking ac
tions ranged from about 0 to 0.3 (first Qu. = 0.0389, median = 
0.0771, third Qu. = 0.134), creating at most about half the magni
tude of divergence as in the original domain, or 60% of the max
imum possible divergence in the new topic. The polarization in 
beliefs about the authority’s motives (accuracy and bias) was a 
major determinant of how much beliefs about the new topic 
would polarize. If the two groups had acquired a larger difference 
in their beliefs about the authority’s accuracy, and/or their beliefs 
about the authority’s bias, they ended up more polarized in their 
beliefs about the new topic (Fig. 6B). Differences in beliefs about 
accuracy or bias alone can lead to divergence in beliefs about 
the new topic (e.g. simulations 62 and 76).

Beliefs about the new topic polarize particularly when the pro
ponent subgroup (in the original domain) have acquired either 
certain beliefs that the authority does not care about accuracy 
at all (e.g. simulation 106), or relatively certain beliefs that the au
thority is highly biased against such perspectives (e.g. simulation 

Fig. 3. Relationship between the final belief polarization about the topic 
(perspective), the authority’s accuracy and bias, after five debunking 
actions. Each data point represents one pair of simulations; therefore, 
there are 243 points shown in the plot (see Fig. S5 for labels). Belief 
polarization is defined as the absolute value of the difference between the 
two subgroups’ beliefs (i.e. mean of belief distributions). The x- and y-axis 
represent polarization in beliefs about the perspective on the topic and 
the authority’s accuracy, respectively; the points are color-coded by 
polarization in beliefs about the authority’s bias. The vertical dashed line 
represents the initial level of perspective belief polarization.

Fig. 4. Interaction between accuracy belief value and perspective belief uncertainty in determining the polarization of beliefs. In all four simulations, 
both subgroups are initially somewhat certain that the authority is impartial (mean = 0, std = 0.15), and both subgroups are quite uncertain about their 
accuracy beliefs as well. Low and high accuracy correspond to belief values (i.e. distribution mean) of 0.2 and 0.8, respectively. Certain and uncertain 
perspective beliefs correspond to belief distributions with standard deviation of 0.05 and 0.15, respectively.
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80). However, if the proponent group’s acquired beliefs about the 
authority’s accuracy motive are slightly higher and more uncer
tain, especially when the authority is believed to be biased in favor 
of the perspective (e.g. simulations 52, 70, and 133), the authority 
could be successful in debunking in the new domain; and the au
thority may even be able to gain back the proponent subgroup’s 
trust, through recovering their beliefs about authority’s accuracy 
(e.g. simulation 70 and 133).

Discussion
Using an inverse planning approach to model observers’ infer
ences from an authority’s debunking, we showed how observers’ 
perspectives and their beliefs about the authority interact to 
shape the observers’ beliefs. The results of our simulations offer 
several insights. First, we show that it is possible for debunking 
to work as intended by shifting beliefs. The relative rarity of this 
outcome across our simulations reveals important constraints, 
however. The certainty of initial beliefs about the topic constrains 
belief change, even in the presence of an authority who is seen as 
truth-motivated and unbiased. When there is some initial uncer
tainty about the topic, several factors can independently influ
ence whether two groups ultimately converge on the same 
beliefs. When beliefs do not converge, polarization can spread to 
beliefs about the authority’s commitment to the truth and to per
ceptions of their biases. These acquired polarized perceptions can 
spread to new topics as well, coloring the effects of future debunk
ing by that same authority.

Our simulations identified three configurations of initial beliefs 
that facilitated successful debunking. Initial belief polarization 
was reduced by debunking when: (i) initially differing beliefs 
about the topic were held with greater uncertainty; (ii) the author
ity was believed to be highly motivated by accuracy (especially 
with greater certainty); and (iii) the authority was initially believed 

to be biased in favor of the debunked claims or their source (espe
cially with greater certainty). The current model thus contributes 
to the formal literature by synthesizing these findings into a single 
cognitive framework, and by emphasizing the importance of esti
mating the certainty of beliefs (both beliefs about the topic and be
liefs about the authority; (35)), as well as distinguishing between 
the authority’s perceived accuracy and bias (i.e. the dimensions 
of credibility), instead of measuring a single variable of trust or 
credibility.

These three configurations are consistent with the existing ex
perimental and observational literature on belief change. First, 
uncertainty about a claim’s truthfulness can be correlated with 
successful persuasion (35, 65). For example, in domains where sci
entific knowledge accumulates slowly and is contested (e.g. public 
health), debunking can have limited impact, e.g. (66, 67). In the 
case of US elections, uncertainty (rather than certainty) about 
fairness characterizes views about future election security (68), 
which suggests that our simulations capturing this uncertainty 
are relevant.

Second, perceptions of a commitment to accuracy can enhance 
the persuasiveness of a source (69, 70). In the case of elections out
side the US context, some monitors commit significant resources 
to accurately characterizing election processes (27, 71), which 
suggests they are aware that perceived accuracy is distinct from 
perceived bias.

Third, our finding that a presumed bias in favor of debunked 
claims (or their source) heightens the persuasiveness of the au
thority’s debunking actions also has precedent in the literature 
on political persuasion. Just as “only Nixon could go to China,” 
so have studies found that debunking efforts and other persuasive 
claims carry more weight when the identity of the person making 
the correction or claim is a surprise (e.g. (16, 52, 55)), although this 
effect is not always found among the strongest partisans (e.g. 
(54)). In the context of elections, information provided by 

Fig. 5. Interaction between bias belief uncertainty and perspective belief uncertainty in determining the polarization of beliefs. In all four simulations, 
both subgroups are initially uncertain that the authority is somewhat accurate (mean = 0.5, std = 0.25), and both subgroups believe the authority is biased 
in favor of the target. Certain and uncertain perspective beliefs correspond to standard deviations of 0.05 and 0.15, respectively. Certain and uncertain 
bias beliefs correspond to standard deviations of 0.05 and 0.25, respectively.
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authorities perceived as biased (e.g. Fox News calling the state of 
Arizona for Joe Biden in the 2020 election) (26) or debunking efforts 
by authorities perceived as biased (e.g. Arizona’s Republican gov
ernor later denying voter fraud claims in that state) (72) also ap
pear to be more persuasive (57).

Yet, in many settings, debunking did not reduce the initial 
disagreement, and instead induced polarization in beliefs 

about the authorities’ motivations. At the start of our simulations, 
all observers had shared beliefs about the authority. This situ
ation is not far-fetched and could arise for several reasons. First, 
knowledge about well-established authorities might simply be 
low, as it is across many aspects of politics (e.g. (73, 74)). Second, 
nonpartisan or newly formed authorities may not have established 
reputations (e.g. (75, 76)). Third, well-known authorities may enter 

Fig. 6. Acquired polarized beliefs about the authority in one domain can propagate to and polarize initially shared beliefs in new domains. A) Simulation 
procedures in the original and new topic area for each pair of subgroups. In the original domain, two subgroups start with differing beliefs about a 
perspective on a topic area (i.e. proponent and opponent), but shared beliefs about the authority’s accuracy motive and bias. After observing five 
debunking actions by an authority, the two subgroups update their perspective beliefs as well as their beliefs about the authority, referred to as acquired 
beliefs about the authority’s accuracy and bias. The same authority (i.e. the same person or organization) then chooses to enter and debunk claims about 
a related perspective in a new topic area, therefore the acquired beliefs about the authority transfer to the new domain. We assume the two subgroups 
initially have shared beliefs about the new topic, but they are quite uncertain in their perspective beliefs (mean = 0.5, std = 0.25). We simulate the 
evolution of beliefs and quantify the potential acquired polarization in perspective beliefs in the new topic area, as a result of their acquired polarized 
beliefs about the authority from the original domain. B) The scatter plot shows the results of 243 pairs of simulations corresponding to the 243 pairs of 
simulations with various prior belief settings in the original domain. Each data point represents one pair of simulations; therefore, there are 243 points 
shown in the plot (see Fig. S6 for labels). Belief polarization is defined as the absolute value of the difference between the two subgroups’ beliefs (i.e. mean 
of belief distributions). The x- and y-axis represent the acquired polarization in beliefs about authority’s accuracy and bias, respectively, before observing 
the authority’s decisions in the new topic domain; darker points indicate larger polarization in beliefs about the new topic after five debunking actions by 
the same authority. The side panels show the evolution of beliefs in seven example pairs of simulations.
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a new domain where priors about them are not yet established, 
such as when celebrities aim to translate their popularity to polit
ical influence (e.g. (77, 78)). Finally, authorities may have estab
lished reputations within the domain based on characteristics 
that do not correlate with the source of group differences in belief 
about the claim. For example, outside the US context, it is not un
common for multiple organizations to be invited to monitor elec
tions (10) and there is evidence that the monitor’s sponsor 
(EU, United States, regional states) influences prior beliefs about 
the authority’s capability and biases, rather than the observers’ 
preferred election outcomes (e.g. Tunisia as discussed in 
Ref. (79)). Despite these initially shared beliefs, however, the final 
state of our simulations frequently included polarized beliefs 
about the authorities, following the same societal fault lines as 
the initial disagreement.

Given the frequent reputational damage to debunking author
ities in our simulations, authorities could rationally anticipate 
these consequences, and thus be reluctant to engage in debunking 
(80). Yet our model reflects only the perspective of observers; the 
expected consequences for the authority’s reputation from the au
thority’s own perspective might be different. Observably, authorities 
often do engage in debunking, and do experience reputational 
damage as a consequence. These authorities may have underesti
mated the likelihood of reputational damage (e.g. because they 
overestimated observers’ prior beliefs in their epistemic motives), 
or may have deliberately accepted this risk because of very strong 
epistemic motivations (e.g. the public health officials surveyed in 
Ref. (13), or the Republicans who denied voter fraud claims after 
the 2020 elections). To capture the authority’s perspective, future 
work could embed the current model of observers, recursively, in 
a model of authority choice to better understand this dynamic and 
study how authorities value the trade-off between correcting be
liefs and managing their reputation. This type of recursive model 
is standard in cognitive science for studying language and com
munication (81, 82), and has been recently used to model an au
thority’s punitive decision-making (e.g. see Ref. (83)).

A primary contribution of this work is to illustrate how a set of 
minimal conditions can give rise to both belief convergence and 
divergence. The initial conditions in our model were minimal: 
two groups with differing beliefs in one domain. The source of 
this initial divergence could itself be either rational (e.g. exposure 
to different evidence) (60, 84) or irrational (e.g. motivated beliefs 
that preserve self-image) (85, 86). In either case, the process of be
lief updating using an intuitive causal model can entrench these 
initial differences into a robust structure of polarized supporting 
beliefs.

We see several additional extensions for our minimal condi
tions framework. In addition to modeling authorities’ decision- 
making processes, this model could be extended to capture add
itional cognitive processes among observers. For example, our 
model does not predict one form of polarization often taken as 
the best evidence for irrationality, known as backfiring. In our 
model, debunking could reduce observers’ belief in the debunked 
claims, or not reduce their belief, but debunking never backfired 
by directly increasing beliefs in the debunked claims (17, 38, 59). 
To predict backfiring, the current model could include observers 
who have a generative mental model that an authority may gain 
utility specifically by spreading false claims (40, 59). Another ex
tension could incorporate alternative updating mechanisms 
through which belief polarization can occur, including differences 
in goals and utilities (e.g. motivated reasoning) and differences in 
belief updating mechanisms (e.g. ignoring/lapses in considering 
the evidence, cognitive ability).

So far, we have explored the effects of a fixed series of five ac
tions, always debunking claims from the same perspective (e.g. 
the election was stolen). Five debunked claims provides enough 
information in our model to generate convergence or polarization 
using a wide variety of priors. However, our simulations hint 
that a major effect of beliefs about the authority’s accuracy is 
on the speed of convergence between the two groups, and the un
certainty of their final beliefs. Considering these other features of 
belief distributions in defining and measuring polarization could 
prove useful in certain contexts, such as when the authority has 
limited opportunities for debunking, so that the speed of conver
gence would be more important.

Formal simulations and empirical studies could also investi
gate the effect of observing a mixture of decisions to debunk 
and decisions to say nothing about the truth of the claim, i.e. ab
stain. The same model developed here can be used to simulate the 
evolution of beliefs in these mixed situations. For example, Fig. S7
illustrates the effect of a single debunking (in round 3) and four ab
stentions using the same initial priors as Fig. 2.  When observers 
have high confidence in either their views about the authority 
(left) or about the perspective’s truth (right), choices to abstain 
from debunking do not affect these certain beliefs. However, 
when observers have higher levels of uncertainty, the confusion 
introduced by the mixed debunking causes beliefs to evolve non
monotonically. Indeed, in the case where convergence occurs, the 
combination of four abstentions and one debunking yields con
vergence towards the debunked perspective, contrary to the pat
tern observed in Fig. 2. While fully evaluating the complexity 
introduced by mixed cases is outside the scope of this manuscript, 
the extreme case of one debunking action and four abstentions il
lustrates that the impact of failing to debunk all claims from a 
particular perspective can both undermine the opportunity to 
converge on true beliefs, and influence the impressions of the au
thority’s epistemic motives and biases.

The most significant limitation of the current work is the lack of 
validation by direct comparison to human inferences. The intui
tive causal model of authority’s decision-making process used 
here is adapted from a generic framework for modeling human 
action understanding, known as inverse planning, that has been 
empirically validated in many contexts (46–49). In particular, the 
current model is derived directly from a model of human observ
ers’ inferences from an authority’s punitive decisions (50). Similar 
experimental approaches could be used to calibrate the instanti
ation of our modeling framework, to test alternative specifications 
of the authorities’ utilities, and to test the predictions of this mod
el in hypothetical or actual scenarios, for political as well as non
political beliefs.

Belief polarization arose in our simulations through entirely ra
tional belief updating. Applied to the case of election-related de
bunking in a polarized political environment, our results provide 
useful if sobering insights. First, while independent observers 
have persuasively debunked claims of election fraud in non-US 
contexts (9, 11, 75), the chance that such efforts will succeed 
among those who have extreme confidence in their beliefs is 
small. However, there is hope for the type of nonpartisan election 
monitoring that has been trialed on a small scale in the United 
States. Our model shows that organizations able to establish a 
clear reputation across partisan groups for commitment to the 
truth and unbiasedness can engage in successful debunking. 
This debunking can achieve its purpose: enhancing confidence 
in election outcomes. Nevertheless, as our simulations show, 
the act of debunking itself will affect the reputation of those or
ganizations. When organizations with reputations derived from 
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other domains move into election monitoring and debunking (e.g. 
former Democratic president Jimmy Carter’s foundation the 
Carter Center) their reputations come with them, and the percep
tions of bias in particular can reduce the impact of their debunk
ing efforts in the elections domain.

Materials and methods
Belief distributions
We modeled observers’ beliefs about the topic area and the au
thority’s motives as random variables with beta distributions. 
The beta distribution is a family of continuous probability distri
butions defined on the interval [0, 1]. We modeled observers as as
signing a truth likelihood (i.e. probability) to a set of claims drawn 
from a perspective on a topic (continuous value between 0 and 1). 
Choosing to model beliefs about claims as the truth likelihood of 
the claim (rather than a binary belief about whether the claim is 
true or false) is inspired by empirical studies which find people’s 
beliefs in a claims’ truth vary continuously (e.g. between 0 and 
100, (59)). We then modeled their beliefs about the topic as a dis
tribution of truth likelihood values for various claims drawn from 
one perspective on that topic. For modeling beliefs that follow oth
er distributions (e.g. binary beliefs) one could simply change the 
class of belief distribution, without changing any other computa
tional machinery in the model. Although we primarily concep
tualized the belief distribution as implementing the hierarchical 
relationship between claims and the topic (i.e. claims are sampled 
from one perspective on the topic, and the belief distribution is the 
distribution of claim truth likelihoods from that perspective), the 
topic belief distribution could alternatively be conceptualized as 
the reliability of beliefs about the perspective, especially in topics 
where the perspective could be represented as a continuous vari
able (e.g. estimates of economic growth).

We modeled beliefs about the authority’s motives as beta dis
tributions, over [0, 1] for accuracy and [−0.5, 0.5] for bias (by first 
sampling from a beta distribution and then shifting the samples 
by −0.5). We primarily conceptualized the distribution over au
thority’s motives as the certainty of beliefs about authority. 
However, the belief distribution could also be conceptualized as 
implementing a hierarchical relationship between a single au
thority (observed in each action) drawn from a set of authorities, 
for example if the debunking is done by a different individual jour
nalist from the same newspaper, scientist in the same discipline, 
or observer working with the same NGO.

We model beliefs using the beta distribution because it is flex
ible and can model a wide variety of distribution shapes over a 
bounded interval. Moreover, the shape of the distribution can be 
controlled and uniquely specified (i.e. “a” and “b” shape parame
ters) by the mean (to represent belief value) and standard devi
ation (to represent belief uncertainty) of the distribution.

Utilities
We modeled the authority as considering a binary decision be
tween doing nothing in response to a claim, or debunking it. The 
utility of each response, associated with the consequences of 
the response for the target Utarget, is modeled as a deterministic 
value: Utarget is set to −1 for debunking and zero for doing nothing. 
By setting Utarget of debunking to −1, we assumed that debunking 
is a proportional response to a claim that is surely false (truth like
lihood = 0; see Eq. 2); that is, debunking a surely false claim would 
maximize Uaccuracy. Similarly, by setting Utarget of doing nothing to 
0, we assumed that doing nothing is a proportional response to a 

claim that is surely true (truth likelihood = 1); that is, doing noth
ing in response a surely true claim would maximize Uaccuracy. For a 
claim with truth likelihood of 0.5, the authority would be agnostic 
between doing nothing and debunking, in terms of the epistemic 
value of their response. In that case, the authority’s bias towards 
the target would be the main driver of their response.

Implementation
The probabilistic programming language WebPPL (the local instal
lation from https://webppl.org) was used to code the inverse plan
ning model. Python (3.7.6) and R (4.1.1) were used for processing 
the simulation results and generating the plots.

We used Markov chain Monte Carlo (MCMC) sampling, as im
plemented within WebPPL, to estimate the observer’s posterior be
lief distributions after observing each response by the authority. 
The program is structured such that the observer has a generative 
model of the authority, who decides whether to do nothing or de
bunk the claim, given their accuracy motive, bias, claim truth like
lihood and Utarget of each possible response. The observer has prior 
belief distributions over authority’s accuracy, bias, and the 
claims’ truth likelihood. In each iteration of the MCMC algorithm, 
the observer samples accuracy motive, bias, and claim truth from 
their belief distribution and then simulates how this specific 
hypothetical authority (with the sampled accuracy motive and 
bias) would behave in response to this specific claim (with the 
sampled truth likelihood). The observer’s posterior belief distribu
tion is estimated by conditioning the program on the observed au
thority’s response (debunking in our simulations). We used 
400,000 MCMC iterations for estimating observers’ posterior 
beliefs.

The estimated posterior belief distributions are saved after 
each time the authority responds to a claim by debunking in the 
form of samples from posterior distributions and their corre
sponding probabilities. Then, three beta distributions are fit to 
the posterior data (accuracy, bias, and perspective truth), and 
are input to the same WebPPL program to serve as the prior belief 
distributions for the next authority’s decision.

Simulations
We ran two series of simulations, with each series containing 243 
pairs of simulations. Each simulation pair consists of two simula
tions with IDs “i” and “i”+243 (in the code base); the simulation pair 
is referenced by ID = “i” in the manuscript.

In series 1 (Within-Topic), each pair of simulations featured 
two subgroups who initially had different belief values about 
one perspective on the topic (mean of belief distribution about 
the perspective in the opponent subgroup = 0.2, proponent sub
group = 0.8), but every other aspect of their beliefs was shared (un
certainty of belief distribution, mean, and uncertainty of beliefs 
about authority). The 243 simulations systematically sampled dif
ferent settings of the shared beliefs (five dimensions, each taking 
three possible values, hence all the combinations would amount 
to 35 = 243 pairs). Note the value and uncertainty of beliefs can 
be continuously varied, however for the purpose of illustration 
and tractability we used three values to denote low, medium, 
and high levels for each variable. The standard deviation (i.e. un
certainty) of topic beliefs varied in [0.05, 0.1, 0.15]. The value and 
uncertainty of accuracy motive prior beliefs varied in [0.2, 0.5, 0.8] 
and [0.05, 0.15, 0.25], respectively; similarly, the value and uncer
tainty of bias prior beliefs varied in [−0.3, 0, 0.3] and [0.05, 0.15, 
0.25], respectively. Figure S1 shows the belief distributions with 
these parameters. These initial belief distributions served as the 
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prior beliefs for the first debunking action (in the figures, they are 
depicted as beliefs when debunking actions = 0). Each pair of sim
ulations consist of five iterated epochs, that is observations of five 
debunking actions by the authority. The posterior beliefs from 
each epoch serve as the prior beliefs for the next. There is no inde
pendent effect of trial within the model, so all trials are computa
tionally identical.

In series 2 (Cross-Topic), each pair of simulations featured two 
subgroups who initially had shared beliefs about a new topic area. 
Both subgroups believed that the claims from the new topic area 
are somewhat likely to be true (mean of perspective belief distri
bution in both subgroups = 0.5), but they were quite uncertain 
(standard deviation of perspective belief distribution in both sub
groups = 0.25). We assumed the same authority is debunking 
claims in the new topic area, and the new topic is related to the 
original topic enough that the subgroups’ acquired beliefs about 
authority’s accuracy and bias would generalize to this new do
main. So, for each pair of simulations, the two subgroups’ beliefs 
about authority were set to be the posterior beliefs after epoch 5 of 
the corresponding pair from the Within-Topic simulation.

Across all simulations, the rationality parameter (beta) was set 
to 10.
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