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Abstract: Virtual reality (VR) technology has made remarkable progress in recent years and will be
widely used in the future. As a bridge for information exchanges between users and VR systems, the
interaction interface is pivotal for providing users with a good experience and has emerged as a key
research focus. In this review, we conducted a comprehensive search of the Web of Science and CNKI
databases from 2011 to 2023 to identify articles dedicated to VR interaction interface design. Through
a meticulous analysis of 438 articles, this paper offers a substantial contribution to the emerging
field of VR interactive interface research, providing an in-depth review of the principal research
advancements. This review revealed that the majority of studies are centered on practical case analyses
within specific application scenarios, employing empirical evaluation methods to assess objective or
subjective metrics. We then concentrated on elucidating the foundational principles of interface design
and their evaluation methodologies, providing a reference for future research endeavors. Additionally,
the limitations, challenges, and future directions in VR interaction interface design research were
discussed, highlighting the need for further research in design evaluation to continuously refine
the development of standards and guidelines for VR interactive interface design. According to the
findings of this review, there is a necessity to enhance research on information design for multi-
channel interactive interfaces. Furthermore, it is essential to focus on the diverse characteristics of
users to propose more inclusive design solutions. Adopting interdisciplinary approaches could lead
to breakthroughs in the creation of personalized and adaptive VR interaction interfaces.

Keywords: virtual reality; interaction interface; user experience; design evaluation

1. Introduction

Virtual reality (VR) technology creates immersive three-dimensional virtual environ-
ments, allowing users to interact with a variety of sensory-rich elements such as virtual
objects, tools, and characters [1]. Rapid advancements in VR-related technologies such as
computer graphics have facilitated the provision of high-resolution head-mounted displays
(HMD), highly sensitive sensors, and low-latency input devices, thereby enhancing users’
immersive and seamless interactive experiences. With the explosion of the “metaverse”
concept, there is a growing demand for virtual libraries, virtual museums, virtual concerts,
and virtual social interactions. Even in constrained time and space, individuals can freely
explore worlds that are difficult to experience in real life through VR devices.

VR exhibits three interrelated characteristics: interaction, immersion, and imagina-
tion [2]. The degree of immersion and interaction intensity with virtual elements directly
influence users’ imaginations of the virtual environment. Based on immersion levels, VR
systems are categorized into non-immersive VR, semi-immersive VR, and fully immersive
VR, each employing different combinations of interaction techniques, devices, and inter-
faces [3]. Non-immersive VR enables interaction with virtual environments on desktop
or handheld screens via touch, a mouse, and gestures [4–6]. Semi-immersive VR typically
consists of a large screen, system, and monitors akin to a cinema experience, often without
posture tracking when used by multiple individuals. Andujar et al. [7] provided an example
with their virtual viewer designed for cultural heritage exhibitions, where users interact via
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a desktop interface to view architectural heritage on a projection screen. Fully immersive
VR utilizes HMDs or CAVE systems for interaction through multiple devices and channels
to maintain immersion [8–14]. Fully immersive VR is increasingly favored, with studies in-
dicating more accurate spatial perception [15], improved task performance [16], and higher
subjective ratings [14,17]. However, some scholars argue that users complete specific tasks
faster in non-immersive VR using more familiar interaction devices [18].

Human-computer interaction (HCI) is an interdisciplinary field that integrates com-
puter science, psychology, design, information management, sociology, and engineering.
We illustrated the relationship between VR HCI as shown in Figure 1, where users inter-
act with the VR interfaces, perceiving and responding in a bidirectional manner. Design
elements and the usability of the interaction interface influence users’ mental models and
decisions, while user needs and experiences serve as important design criteria. Addition-
ally, users are affected by the operation process, performance, and usage environment of
VR systems. Conversely, users can also choose to use artificial, natural, and socio-cultural
environments within VR, such as networks, lighting, noise, and customs. Changes in the
usage environment result in varying system performance and operation processes, thereby
affecting VR interaction interfaces and users. Therefore, it is evident that VR interaction
effectiveness is influenced by multiple factors, necessitating the precise delineation of
conditions during the design and evaluation of interaction interfaces.
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The fundamental issues in VR interaction design research include interaction inter-
faces, interaction technologies, interaction devices, and task analysis [19]. Generally, VR
interaction interfaces consist of multi-touch interfaces, tangible user interfaces (TUIs),
three-dimensional (3D) UIs, multi-channel UIs, and mixed UIs. Interaction technologies
encompass 3D interaction techniques, gesture recognition, voice recognition and sound
interaction technologies, haptic feedback technologies, eye-tracking technologies, pen in-
teraction techniques, and physiological computing techniques [20]. VR systems typically
utilize input and output devices such as tablets, PCs, smartphones, interactive desktops,
pens and drawing tablets, HMDs, projectors, and physical objects.
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For the analysis of VR interaction tasks, studies commonly adopt the three task types
proposed by Bowman et al. [21]: selection/manipulation, navigation, and system control.
Among these, selection/manipulation tasks have garnered significant scholarly attention,
with some studies focusing on the selection or rotation of virtual objects [10,16,22–29].
Navigation tasks involve travel and wayfinding. For example, Lahav [30] invited 15 blind
users to explore and construct cognitive maps and perform orientation tasks using the
VR system. Sorger et al. [31] required users to traverse a designated path in a 3D space
based on HMDs using various interfaces. Sun et al. [32] suggested that the fishing mode,
which features instantaneous movement, offers higher learning performance than the flying
mode in the UI design for navigation within VR-based architectural applications. Chen
and Chen [4] recruited 56 users to complete 3 pathfinding tasks using an overview map
in a virtual environment, exploring the impact of design differences in overview maps on
pathfinding performance and subjective experience. System control tasks include changing
system states and interaction modes. Wang et al. [8] evaluated 3 interaction technologies
based on the objective performance and subjective evaluations of 24 users operating fixed
or handheld menus in an HMD-based VR environment, ultimately proposing design
guidelines for menu interfaces. Zhou et al. [33,34] proposed the use of VR to optimize the
control method for smart home interfaces, which addresses their interaction deficiencies,
simplifies the control process, and significantly cuts down costs. VR interaction experiences
are influenced by technology, devices, and task types, necessitating targeted consideration
in design research.

HCI design plays a significant role in enhancing user experiences. Research on interac-
tion design based on traditional graphic user interfaces (GUIs) is no longer sufficient to
meet the emerging needs of VR interactions. However, to date, there are no established eval-
uation standards or systematic design guidelines for VR interaction interfaces. Moreover,
the existing work exhibits numerous limitations in VR interaction interface design. For
instance, some case studies lack empirical evaluations of different designs of VR interaction
interfaces based on specific interaction tasks. Previous research has rarely addressed how
VR interaction interface design impacts users with diverse characteristics, and the quantity,
diversity, and duration of user studies are quite limited. There has been a proliferation of re-
search on VR hardware and platform development globally. However, a substantial amount
of research is framed within the confines of information science and engineering, with
few studies adopting an interdisciplinary perspective that integrates knowledge from the
humanities and social sciences, such as art, anthropology, and psychology. An increasing
number of new types of multi-channel interactive interfaces are being rapidly developed,
yet research integrating multiple sensory channels, including vision, hearing, touch, taste,
and smell, remains limited. There is an urgent need to understand how users acquire
useful information through different senses to subsequently enhance the VR interaction
experience. In summary, research on VR interaction interface design is still in its early
stages, with a notable absence of comprehensive literature reviews.

This review synthesized the academic research of VR interaction interfaces from 2011
to 2023, with the main objectives of: (1) providing a comprehensive overview of the current
state of VR interaction interface design research; (2) exploring existing principles and
summarizing evaluation methods for VR interaction interface design; and (3) identifying
key issues and charting future research directions for VR interaction interface design.
Through a meticulous analysis of the literature, this review endeavors to bridge gaps in
knowledge, discern trends, and distill effective practices, thereby informing the evolution
of more efficacious design strategies and evaluative techniques for VR interactions.
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2. Materials and Methods
Literature Review and Selection Process

In the preparatory phase of this review, we first clarified the basic features of VR
interaction and the research questions in order to define the needs and objectives for
the current research. Then, we conducted a comprehensive literature review of recent
academic achievements in VR interaction interfaces, identified the current research focus,
and suggested future research directions.

This review utilized two electronic databases: Web of Science (webofknowledge.com)
(Clarivate Analytics, London, UK) and the China National Knowledge Infrastructure
(CNKI) Academic Journal Database (kns.cnki.net) (Tongfang Knowledge Network Technol-
ogy Co. Ltd., Beijing, China). The Web of Science hosts over 12,000 high-quality academic
journals, encompassing the Science Citation Index (SCI), Social Sciences Citation Index
(SSCI), and Arts and Humanities Citation Index (A&HCI). The CNKI Academic Journal
Database includes more than 8570 Chinese academic journals, featuring the Chinese Social
Sciences Citation Index (CSSCI), journals listed in Peking University’s “A Guide to the Core
Journal of China”, and selected journals indexed in the Engineering Index (EI). Integrating
searches across these authoritative databases enabled a comprehensive overview of the
research in this field, providing insights into cutting-edge research achievements.

The process of collecting and selecting literature is illustrated in Figure 2. Initially,
we conducted a thorough search in both databases for publications with “virtual reality”
OR “VR” AND “interaction” AND “interface” in the title, keywords, or abstract. Due
to the rapid development of VR interaction technology, many early technologies are no
longer in use; hence, only articles published between 2011 and 2023 were collected. We
included studies written in both English and Chinese regardless of the authors’ regions
of origin. Then, we identified relevant studies through a multi-stage screening process. A
detailed screening of the documents was performed, examining the titles, keywords, and
abstracts. Articles with non-specific abstracts required full-text review. This review focused
on VR interaction interface design, thus excluding unrelated topics such as interaction
and modeling technologies and algorithms. Only original research published in academic
journals was included, excluding reviews, comments, and commercial articles. Finally, we
compiled the selected literature in tables, recording basic information such as the article
title, author, source title, document type, keywords, abstract, address, and publication year.
The full texts were reviewed to discern the objectives, methods, and conclusions of each
study. This examination enabled an evaluation of whether the included studies effectively
respond to the initial research inquiry, the suitability of the methods for addressing the
research question, and the proper execution of the studies, thereby assessing the overall
quality of the research.

The initial search in the Web of Science and CNKI databases yielded 1064 articles,
comprising 930 from the Web of Science and 134 relevant articles from the CNKI. A total of
130 commentaries or reviews were excluded due to document type mismatches. During
the screening stage, 160 articles with titles or topics unrelated to VR, such as those on
augmented reality (AR), material interactions, and social interactions, were excluded. After
the assessment of abstracts, 43 articles related to VR design patent protection, VR game
structure design, user behavior, and psychological studies were excluded as they did not
apply to VR interaction interfaces. Finally, after a detailed examination of the full texts,
293 articles were excluded as they focused on VR interaction technology, systems, and
device development, not aligning with the objectives of this review. Following these screen-
ing processes, a total of 438 articles were included in this review, comprising 350 English
articles and 88 Chinese articles.

http://webofknowledge.com
http://kns.cnki.net
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3. Results and Analysis

Based on the classification and organization of articles and the research purpose of
this review, an overview of all selected articles is provided, followed by a detailed analysis
of the research subjects and main findings, aiming to reveal the current development of VR
interaction interface design research. Subsequently, the design principles and assessment
methods widely used in VR interaction interface design research are introduced. Finally,
research gaps in these publications are reported, with the aim of providing readers with
new research perspectives.

The Current Development of VR Interaction Interface Design Research

The number of publications discussing VR interaction interface design published
from 2011 to 2023 is shown in Figure 3. The early quantity remained relatively stable,
possibly due to limited consumer market penetration of VR interaction technology and
expensive devices. With the increasing popularity of technology and devices, the number of
related articles published has been accelerating since 2016, but the growth rate has slowed
after 2021.
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As shown in Table 1, journals that frequently publish literature on VR interaction
interface design include “Virtual Reality”, followed by “IEEE Transactions on Visualization
and Computer Graphics”, “Applied Sciences—Basel”, “IEEE Access”, and “Multimedia
Tools and Applications”. These journals are primarily published in the United Kingdom,
the United States, Switzerland, the Netherlands, and China.

Table 1. Journals with more literature on VR interaction interface design.

Journal Number Publisher City

1. Virtual Reality 25 London, UK
2. IEEE Transactions on Visualization and Computer Graphics 20 Los Alamitos, NM, USA
3. Applied Sciences—Basel 17 Basel, Switzerland
4. IEEE Access 15 Piscataway, NJ, USA
5. Multimedia Tools and Applications 15 Dordrecht, Netherlands
6. Computer Animation and Virtual Worlds 12 Los Alamitos, NM, USA
7. Computers & Education 10 Oxford, UK
8. Packaging Engineering 10 Chongqing, China
9. Symmetry-Basel 9 Basel, Switzerland
10. International Journal of Human-Computer Studies 9 London, UK
11. Computers & Graphics-UK 9 Oxford, UK
12. Sustainability 7 Basel, Switzerland
13. Research and Exploration in Laboratory 6 Shanghai, China
14. Sensors 5 Basel, Switzerland
15. IEEE Transactions on Haptics 5 Los Alamitos, NM, USA
16. Journal of Neuroengineering and Rehabilitation 5 London, UK
17. Frontiers in Psychology 4 Lausanne, Switzerland
18. Computers in Human Behavior 4 Oxford, UK
19. Ship Science and Technology 4 Beijing, China
20. Behaviour & Information Technology 4 Abingdon, UK

Adhering to the database’s official classification system, we performed further analysis
on the subject classifications of the articles. We recognized that the database could assign a
single article to multiple categories, and this analysis is presented in Figure 4. Computer
science is the leading field with 59.59%, followed by engineering at 45.21%. Additional
categories include humanities (8.45%), psychology (5.94%), and neuroscience (3.65%). In
the humanities, educational research predominates with 18 articles, while a smaller number
delves into fields such as management science, museums, and art studies. A significant
amount of research integrates interdisciplinary approaches, as evidenced by 67 articles
categorized under Multidisciplinary in the Web of Science.
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To discern the focal points of current research, we analyzed the frequency of key-
words in the articles. As shown in Figure 5, the top three most frequently occurring
keywords, aligning with the search terms, are “virtual reality” (362 occurrences), “interac-
tion” (158 occurrences), and “interface” (104 occurrences). Following these are “design”,
“environment”, “system”, and “haptic”, each appearing more than 40 times. This indicates
a general emphasis on the design of interactive environments and systems. Natural HCI
is a significant future direction, with haptic- [28,35–45], gesture- [13,14,16,29,46–52], and
posture- [14,53,54]-based interactions gaining considerable attention in VR. For instance,
Otaran et al. [36] proposed an impedance-type ankle tactile interface to enhance users’
immersive navigation experiences in VR. Cardoso and Ribeiro [37] designed a touchable
TUI for VR books using head-mounted displays (HMDs), aiming to create memorable inter-
action experiences. Lee et al. [14] developed a posture-based navigation interface for HMDs,
allowing users to explore 3D maps by mimicking bird flight postures, thereby enhancing
immersion and engagement. Vosinakis and Koutsabasis [16] compared and evaluated
visual feedback designs for bare hand interaction (BHI) in VR across five grasp-and-release
tasks. The visualization of information in VR is another hot research topic [17,55–60].
Sun et al. [61] proposed a distributed cognition-based information visualization model that
adjusts resource allocation based on user behavior to reduce cognitive load.

In addition, some studies focus on mixed reality systems, which typically integrate
various interaction devices to allow users to perceive information from the physical
and virtual environments through multiple sensory channels [11,51,62–70]. For exam-
ple, Zhang et al. [11] physically integrated a VR controller and a smartphone to create
a hybrid 2D-3D tangible interface for VR interactions, combining the strengths of both
devices. Cho et al. [63] introduced an asymmetric virtual environment supporting non-
immersive and immersive participatory modes, integrating personal computers, mobile
devices, VR, AR, and motion capture technologies. They conducted statistical analyses to
validate user satisfaction with interfaces and their sense of presence in virtual environments.
Zhu et al. [64] addressed exploratory experimental teaching needs using formative assess-
ment, proposing a mixed reality experimental system framework tailored to inquiry-based
learning theories, exemplified by the development of chemistry experiments and interactive
kits. Wang et al. [65] conducted user studies on a mixed VR and AR remote collaboration
system, finding that providing tactile feedback through TUI significantly enhances remote
experts’ VR interaction experiences.
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Among the 438 articles, approximately 69.63% focused on case studies of VR applica-
tions in education, industry, healthcare, gaming, exhibitions, and shopping, with a majority
in education (102 articles) [32,56,60,71–74], industry (89 articles) [40,44,51,67,70,75–78], and
healthcare (55 articles) [33,41,54,58,68,69,79,80]. Some applied studies, after a detailed anal-
ysis of case designs, also summarize targeted design guidelines through user studies. The
rest of the research shifts focus from specific application cases to discuss common issues
across various VR applications, evaluating and comparing different interaction interface
designs (accounting for approximately 24.66%) [11,35,48,81,82] or proposing more univer-
sally applicable design methodologies (about 5.71%) [66,83] (see Figure 6). In the articles
retrieved from the Web of Science, the number of articles conducting design evaluations
(101 articles) far exceeded those proposing design methods (13 articles). However, in
articles retrieved from CNKI, the number of articles proposing design methods (12 articles)
surpassed those conducting design evaluations (7 articles). Overall, current research on VR
interaction interface design focuses largely on practical applications in specific scenarios,
lacking in-depth theoretical exploration. Research providing design guidelines for VR
interaction interfaces across different scenarios still requires further development.
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4. Discussion
4.1. VR Interactive Interface Design Principles

In the paradigm of VR interaction, users input commands to the system through de-
vices such as a mouse, a keyboard, a game controller, a touchscreen, as well as more natural
methods like eye tracking, speech, gestures, posture, facial expressions, and brainwaves,
and perceive feedback from the virtual environment through multiple sensory channels
(vision, hearing, touch, force, smell, and taste). The design of VR interaction interfaces
requires consideration of various input components, output displays, and interaction
metaphors [19], making it difficult to propose universal design principles. Traditional GUI
design principles and early VR device design research results should not be directly ap-
plied to new VR interaction interfaces. For instance, studies have shown that map size and
transparency significantly affect users’ navigation performance and subjective experience
in desktop virtual environments [4]. Whether these map design guidelines apply when
using wider field-of-view immersive HMDs still needs testing and validation.

Some scholars have attempted to summarize specific perspectives. For example,
Zhang et al. [84] proposed that VR interaction interfaces for young people should embody
fun, guidance, and emotion through the spatial sense, sound, navigation, layout, and
icon design. Li et al. [85] systematically proposed design guidelines for VR teaching
applications from the aspects of methods, skills, knowledge, and inspiration, emphasizing
the clear display of menu information, user position, learning progress, and operational
feedback in teaching scenarios, focusing on customization, fault tolerance, consistency,
and naturalness. Qi et al. [86] proposed a multi-modal interaction interface model for
digital collection resources, analyzing the user interaction cognitive process of collection
resources in VR situations and identifying key factors influencing user experience. Lehrer
et al. [87] summarized feedback design guidelines for rehabilitation interaction systems,
applied in a VR and AR mixed stroke rehabilitation system. Due to the specificity of
research conditions and scenarios, these results cannot be directly used to guide general
VR interaction interface design.

Jacob et al. [88] proposed a unified concept: reality-based interaction (RBI), which
helps understand, relate, and compare various new VR interaction interfaces, providing im-
portant guidance for the design and analysis of interaction metaphors. The RBI framework
consists of four themes from the real world, including users’ perception, manipulation, and
interaction skills regarding the physical world, their own bodies, the environment, and
other people in society. Emulating realistic interaction interfaces may enhance presence
and immersion and be more familiar to users, accelerating learning to use VR systems and
reducing cognitive load for task processing. However, excessive irrelevant information
in the interaction may cause user distraction and lead to comprehension confusion. VR
interaction interface design needs to balance realism with usability, functionality, stability,
and flexibility.

Furthermore, research findings from psychology and human factors engineering can
guide the design of VR interaction interfaces. Human factors engineering takes into account
physiological, psychological, and social factors to optimize the relationship between VR
systems and users. For example, scholars have summarized methods for quantitatively
assessing HMD visual fatigue, such as eye movement, blinking, and regular eye health
checks [89]. Principles from visual cognitive psychology, such as attention, memory, and
learning, provide fundamental principles for interaction design. Lin et al. [90] created a
hybrid VR and AR mobile guidance system based on mental model theory, continuously
approaching users’ psychological expectations through repeated usability testing and
iterative design. Additionally, many psychological experimental results conducted in
VR environments can be directly used to analyze the psychological factors of VR users.
For example, psychological experiments on spatial cognition in VR study the underlying
mechanisms of human spatial navigation, understanding the establishment, extraction, and
transformation of spatial reference frames. This helps explain why VR users have difficulty
judging spatial relationships, are prone to spatial anxiety, and make navigation errors, thus
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establishing VR interaction interface design principles based on spatial cognition to reduce
user confusion and frustration.

In summary, the design of VR interaction interfaces should integrate cognitive pro-
cesses, emotional experiences, multimodal interactions, and principles from psychology
and human factors engineering to enhance user experience. The continuous development
and improvement can be approached from the following aspects:

(1) Applying cognitive load theory to minimize extraneous cognitive load and enhance
germane load, thereby optimizing interface design for reduced cognitive demands
during virtual environment interpretation. Adhering to design principles like proxim-
ity and consistency can improve users’ understanding and utilization of VR interfaces.

(2) Emphasizing user engagement and emotional investment in VR experiences by stim-
ulating interest, curiosity, and immersion through storytelling, gamification, and
social interactions. Multisensory interactions that combine visual, auditory, and tactile
modalities can further enhance engagement and immersion.

(3) Focusing on user perception and interaction within the virtual world to enhance
satisfaction through intuitive controls, feedback, and interactions. Personalization
and adaptive design adjustments based on user behavior, preferences, and capabilities
can lead to more satisfying VR experiences.

By integrating these theories into VR interaction interface design, continuously eval-
uating user interactions, and iterating designs based on feedback, we can create more
intuitive, engaging, and effective user experiences. This will foster a broader application of
VR technology across educational, entertainment, and professional fields.

4.2. VR Interactive Interface Evaluation Methods

This review found that empirical evaluation methods are widely used in VR interac-
tion interface design, as evidenced by a review of relevant literature and findings. These
methods involve measuring both objective and subjective factors of participants completing
designated VR interaction tasks to compare different design schemes. For instance, Sawyer
et al. [91] investigated enhancing readability of text on complex backgrounds in VR by
manipulating variables such as transparency, blur, color, and font weight, with 124 users
participating. Vosinakis and Koutsabasis [16] tested 32 users across 1280 trials, revealing
that object highlighting and shading were more effective than wireframe designs in VR
gesture interfaces using desktop or HMD setups. Viciana-Abad et al. [24] compared eight
combinations of visual, auditory, and force feedback designs based on task performance
and presence evaluations among 32 users in gaming scenarios. Control over research
environments and manipulation of research variables enhance the applicability and gener-
alizability of conclusions. However, methods that directly obtain feedback from users may
be limited by sample size and user bias. We found that some experimental studies have a
limited number of participants, which may constrain the generalizability and applicability
of their findings or fail to detect actual differences or effects present while also being more
susceptible to various biases. Caution should be exercised when interpreting the results
of user studies with small sample sizes, and future research should seek to verify these
findings through larger-sample studies to ensure that the results are replicable and general-
izable to a broader range of users. Furthermore, incorporating qualitative research methods
can provide a more comprehensive understanding of the complexities of user experiences
in VR interactions.

Analytical evaluation methods, which assess VR interaction interfaces through theoret-
ical analysis and model construction, can provide guidance during the design phase. These
methods typically involve observing user behavior, researching interaction experiences,
and interviewing participants for feedback [92]. Conducting analytical evaluations in
the early stages of design helps in understanding users’ mental models of interface use,
evaluating core needs, and exploring potential design spaces. For example, Quesnel and
Riecke [93] investigated how VR interaction interface design evokes a sense of awe by
initially collecting participants’ introspective interviews and self-report questionnaires on
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awe experiences. Wang et al. [94] performed factor analysis on 250 surveys to develop
an evaluation index system for VR reading experiences. Gao et al. [95] developed a ques-
tionnaire to assess the quality of interactions with objects in AR/VR worlds through a
combination of literature review and interviews. Nonetheless, the utilization of analytical
evaluations is somewhat limited, primarily owing to the lack of established VR interaction
interface design guidelines. Furthermore, predictions about user behavior may be subject
to inaccuracy due to the absence of empirical validation through practical application.

Some studies integrate the advantages of both empirical and analytical approaches.
They begin with analytical evaluations to guide experimental design, selecting focused and
effective measurement methods. Subsequently, empirical evaluations validate the impact of
design schemes on interaction experiences. Finally, surveys and interviews provide clarity
and depth to the research findings, culminating in a compilation of insightful suggestions
for the design of VR interaction interfaces [8,10,22,31,96,97]. Mixed methods provide a more
holistic view. However, the design and analysis processes are more complex, necessitating
more time and resources.

In summary, researchers should consider the research objectives and the availability
of resources when selecting evaluation methods and recognize the potential limitations
inherent in each approach. Enhancing the reliability and validity of research outcomes
can be achieved by integrating a variety of assessment methods. This review summarized
the commonly used evaluation content and metrics in the literature (Table 2). Evaluation
focuses primarily on user performance in completing interaction tasks through the interface,
physiological data related to task stress, user perception of the VR environment, and
individual feelings and attitudes. Objective and subjective evaluation data collected can be
analyzed using statistical methods to provide specific design recommendations.

Table 2. A summary of the evaluation of VR interaction interface design.

Evaluation Content Type Metrics

Task performance objective Task completion time, accuracy rate, number of errors, pause time,
number of help requests, etc.

Physiological measures objective Blood pressure, heart rate, body temperature, respiratory rate, EEG, EOG,
ECG, GSR, EBR, etc.

Environmental perception objective Accuracy in judging spatial attributes and relationships, angle deviation,
and path deviation

Feelings and attitudes subjective

Positive aspects: usability, satisfaction, preference, presence, agency, ease
of use, utility, interactivity, realism, enjoyment, learnability, efficiency,
accuracy, ownership, and embodiment.
Negative aspects: simulation sickness, task load, stress, fatigue,
discomfort, visual fatigue, and frustration.

Objective evaluation of VR interaction interface design commonly measures task com-
pletion time, accuracy, and errors. Additionally, some studies meticulously observe and
document user behaviors, including pauses, requests for assistance, revisiting steps, unnec-
essary actions, and looking away during task execution. These observations can provide
valuable insights into the intuitiveness and user-friendliness of the interface. However,
the interpretations of these behaviors may vary among researchers. It is also important
to recognize that these metrics may not fully capture the user experience and can be af-
fected by factors beyond interface design, such as individual differences in user proficiency,
task familiarity, age, gender, or intelligence. Using sensors or tracking devices to capture
users’ physiological signals can objectively reflect the interaction experience. Currently
used physiological indicators include blood pressure, heart rate, body temperature, elec-
troencephalogram (EEG), electrooculogram (EOG), electrocardiogram (ECG), galvanic skin
response (GSR), and eye blink rate (EBR). Mean respiratory rate, respiratory rate variability,
and skin temperature can be used to estimate cognitive workload in haptic interaction [45].
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Providing real-time feedback of measured physiological data to the VR system helps en-
hance the interaction experience, such as designing VR game interfaces adapted to players’
emotional states using EEG data [98], optimizing visual element layout in VR interaction
interfaces based on users’ gaze duration and fixation points analyzed with eye trackers [99],
and adjusting the virtual fitness system’s exercise scene interface visual elements based
on user heart rate and scientific fitness prescription to prompt users to alter their exercise
strategies [5]. While physiological measurements provide objective data for assessing
user stress and sense of immersion, they can be affected by environmental factors and
individual differences. Additionally, the cost and complexity of the required equipment
may restrict their widespread adoption and ease of implementation. In addition, some
studies evaluate users’ spatial perception of virtual environments, involving understand-
ing of spatial attributes and relationships such as depth, shape, and size ratios [15,100].
Sorger, J. et al. [31] measured indicators such as angle deviation, path deviation, accuracy
in judging spatial relationships, and navigation speed in an abstract three-dimensional data
space to assess three head-mounted display (HMD)-based VR interaction interface designs.
Individual differences in spatial cognition can affect the reliability of such evaluations.
While a sample of participants who are homogeneous in terms of spatial cognitive abilities
can yield more consistent and predictable results, the homogeneity of study samples may
limit the relevance of the findings to a wider user base, as the study may not capture the full
spectrum of variability present in the general population. Researchers must meticulously
consider the composition of their samples, striving for a balance between homogeneity
and heterogeneity.

Subjective evaluation of VR interaction interface design aims to understand potential
users’ or domain experts’ attitudes toward design proposals, as well as their psychological
and bodily experiences related to tasks or environments. Common subjective evaluation
indicators include usability, satisfaction, preferences, sense of presence (SOP), sense of
agency (SOA), and simulator sickness, with respondents providing feedback in the form
of answers or ratings. For example, research by Zhang et al. [11] conducted a formal
user study to evaluate the usability of the hybrid interface, utilizing six user experience
questionnaire scales. Sun, L. et al. [61] evaluated the usability, satisfaction, and learning
experience of an immersive VR museum’s video interaction interface to compare different
information presentation formats. Kim M. et al. [23] explored head-mounted display-based
gaze interaction interface designs from four aspects—field of view, feedback format, in-
formation dimension, and background color. After 35 users completed selection tasks
using 12 design scenarios, they filled out multidimensional questionnaires on SOP and
satisfaction. Some subjective scales with high reliability and validity have been widely
used by scholars, such as the System Usability Scale (SUS), NASA Task Load Index (NASA
TLX), Simulator Sickness Questionnaire (SSQ), Questionnaire for User Interaction Satisfac-
tion (QUIS), Technology Acceptance Model (TAM), User Experience Questionnaire (UEQ),
After-Scenario Questionnaire (ASQ), and Game Experience Questionnaire (GEQ). Utilizing
standardized evaluation tools such as established questionnaires and rating scales can
provide a structured approach to gathering user feedback. It’s important to select tools that
have been validated for use in similar contexts to ensure they are sensitive to the nuances of
VR experiences. However, these measures are inherently subjective and may be influenced
by user expectations, individual differences, and the contextual setting of the evaluation. To
counteract the effects of individual biases and gain a more comprehensive understanding of
user attitudes and experiences, it is essential to diversify the participant pool to include in-
dividuals with varied backgrounds, experiences, and expectations. Furthermore, providing
participants with clear and unbiased instructions aligns their expectations with the goals of
the evaluation and minimizes the risk of their responses being influenced by preconceived
notions about the VR interface. Discussing the potential impact of subjective evaluation
limitations on the findings and the generalizability of the results is crucial for allowing
readers to critically assess the study. By employing these strategies, researchers can enhance
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the reliability and validity of subjective evaluations, resulting in a more profound and
nuanced comprehension of user experiences in VR interaction interface design.

The design and evaluation criteria vary depending on the research questions. For VR
applications in scenarios such as reading, gaming, and shopping, objective task perfor-
mance is not always the primary focus. Therefore, Wang et al. [65], Benlamine et al. [98],
Roupe et al. [100], and others have conducted subjective evaluations of VR interaction
interfaces. Similarly, Su et al. [96] integrated quantitative and qualitative methods, us-
ing Sound Thinking, QUIS, UEQ, and focus group interviews to understand shopping
experiences based on HMD-based VR interaction interfaces. Shafer [101] utilized SSQ,
GEQ, and scales assessing SOP, interactivity, realism, and enjoyment to explore the impact
of interface fidelity on HMD-based VR gaming experiences. In Grabowski’s study [9],
87 users completed SSQ, TAM, SUS, and surveys on SOP, stress, and training evaluation
after immersive VR firefighting training.

More studies have conducted comprehensive evaluations of VR interaction interface
design from both subjective and objective perspectives. After measuring objective per-
formance metrics such as task completion time, accuracy, and error rates, various studies
have proceeded with subjective evaluations. For instance, Wang et al. [8] asked users to
rate the usability, learnability, efficiency, accuracy, and preferences of VR menu interfaces
and to complete NASA TLX. Zhao and Allison [52] assessed user preferences for binary
responses in virtual environments via a questionnaire, comparing a head gesture interface,
a hand gesture interface, and a conventional gamepad interface. Jeong et al. [10] had
users rate discomfort and visual fatigue for nine immersive VR menu interfaces. Vosi-
nakis and Koutsabasis [16] collected satisfaction questionnaires for five gesture-based
interaction visual feedback designs. Coelho et al. [18] used SUS, ASQ, and scales related
to SOP to evaluate three VR video creation interfaces. Ziadeh et al. [22] collected ratings
from 22 users on presence, ownership, frustration, and embodiment in a study on brain-
computer interface-based virtual avatars. Sorger et al. [31] asked users to select preferred
VR interaction interfaces and complete SSQ and NASA TLX. Lou et al. [102] assessed the
position of VR gesture interaction interfaces using SUS, NASA TLX, and the Borg15 scale
for perceived physical exertion. Hinricher et al. [81] assessed how design factors of VR
control elements impact users’ sense of presence and mental workload. Among them,
several studies combined semi-structured interviews after user testing and questionnaires
to elicit users’ explanations of their experiences and attitudes [8,10,22,31,96].

We have found a scarcity of studies conducting long-duration user studies. As users’
adaptation to VR evolves over time and with accumulated experience, ongoing user studies
are essential to ensure the accuracy and reliability of assessments concerning user satis-
faction and performance in VR applications. Long-duration user studies help developers
understand how users’ behavioral patterns, interaction habits, and preferences for inter-
faces evolve, thereby informing interface design. For instance, it can guide the optimization
of interaction design to reduce the learning curve for users or the introduction of novel
elements to sustain engagement. In summary, longitudinal study is crucial for the design
of VR interaction interfaces.

5. Conclusions and Perspectives

VR interaction interfaces are crucial for providing users with a positive experience.
This review surveyed a total of 438 articles on VR interaction interface design retrieved
from the Web of Science and CNKI databases. The aim was to explore global research
hotspots and emerging topics, as well as to anticipate future key issues and directions in
VR interaction interface design.

Since 2016, there has been a steady increase in the number of publications on VR inter-
action interface design, with a majority featured in computer science journals. However,
there is notably less attention from the humanities disciplines towards VR interaction inter-
faces. The high-frequency keywords in the literature indicate a significant trend towards
multi-channel interaction design. The majority of research topics in the related literature
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focus on specific VR application scenarios, while fewer studies have been dedicated to
design evaluation and the proposal of design methods. Evaluation methods for VR inter-
action interface design primarily emphasize empirical approaches, with few employing
analytical evaluations.

Our review has effectively addressed significant gaps in the literature by synthesizing
a wide range of studies and providing a thorough evaluation of VR interface design
principles and evaluation methods. By integrating diverse perspectives and methodologies,
we have highlighted the need for further research in design evaluation. Investigating
adaptive interfaces that respond to real-time user feedback or conducting longitudinal
studies to assess user adaptation over time could prove valuable. Understanding the
impact of different VR interaction interface designs on both user objective performance and
subjective experiences is crucial for refining the development of standards and guidelines
for VR interactive interface design.

This review identified the following key areas for future research in VR interaction
interface design:

(1) A multi-channel VR interaction interface that conveys information in a manner con-
sistent with human cognitive and emotional processes can enhance immersion and
interaction depth, leading to more intuitive and satisfying user experiences and thus
fostering innovation in VR interaction interface design.

(2) Focusing on the diverse needs of users is not only crucial for enhancing the inclu-
siveness of VR but also aligns with Sustainable Development Goal (SDG) 10, which
aims to reduce inequalities. By providing inclusive VR interaction interfaces, we can
reduce disparities in technology usage and promote equitable access to information
and resources.

(3) Interdisciplinary approaches that blend psychology, design, and technology are crucial
for driving innovation in VR interaction interfaces. The integration of these fields helps
to create personalized and adaptive interfaces, which can enhance user engagement
and satisfaction.

In conclusion, our review has not only summarized the existing design principles
and evaluation methods but has also provided a critical analysis of the current literature,
identifying gaps and providing a foundation for future research endeavors. Due to space
and literature source constraints, this review focuses on academic journal articles from
2011 to 2023, summarizing research focuses and key findings. Future work could analyze
the latest conference presentations and engage in deeper theoretical discussions. With the
continuous advancement of VR technology and related research, the potential applications
of VR interaction interfaces in various domains are expanding. The innovation in VR inter-
action interfaces is not only about technological advancement but also about understanding
how these technologies can be harnessed to meet user needs and expectations. We are
confident that the findings of this review will significantly aid researchers and practitioners
in advancing the frontiers of VR interaction interface design.
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