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Abstract

Measuring suicide risk fluctuation remains difficult, especially for high-suicide risk patients. Our 

study addressed this issue by leveraging Dynamic Topic Modeling, a natural language processing 

method that evaluates topic changes over time, to analyze high-suicide risk Veterans Affairs 

patients’ unstructured electronic health records. Our sample included all high-risk patients that 

died (cases) or did not (controls) by suicide in 2017 and 2018. Cases and controls shared the 

same risk, location, and treatment intervals and received nine months of mental health care 

during the year before the relevant end date. Each case was matched with five controls. We 

analyzed case records from diagnosis until death and control records from diagnosis until matched 

case’s death date. Our final sample included 218 cases and 943 controls. We analyzed the 
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corpus using a Python-based Dynamic Topic Modeling algorithm. We identified five distinct 

topics, “Medication,” “Intervention,” “Treatment Goals,” “Suicide,” and “Treatment Focus.” We 

observed divergent change patterns over time, with pathology-focused care increasing for cases 

and supportive care increasing for controls. The case topics tended to fluctuate more than the 

control topics, suggesting the importance of monitoring lability. Our study provides a method for 

monitoring risk fluctuation and strengthens the groundwork for time-sensitive risk measurement.

Keywords

Suicide prediction; Electronic medical records; Natural language processing; Dynamic topic 
models

1. Introduction

Death by suicide is a leading cause of premature mortality in the United States (Hedegaard 

et al., 2020; Nock et al., 2022), ranking as the second most common cause of death among 

individuals 10 to 34 years old and fourth among individuals 35 to 44 years old (NIMH, 

2022). The rate of suicide among military Veterans is particularly pronounced, accounting 

for up to 57 % increased likelihood of death when compared to civilians (VA, 2022). While 

predicting suicide risk remains difficult due to the relative infrequency of suicide (Kessler, 

2019), this challenge is exacerbated by the labile nature of suicide risk (Bayramli et al., 

2021). Machine learning tools trained to predict rare events have been increasingly utilized 

to surmount these challenges (Bayramli et al., 2021; Kessler et al., 2019; Levis et al., 2022).

Although recent innovations have raised accuracy standards, precise risk appraisal remains 

constrained for a variety of reasons (Kessler et al., 2020), including risk fluctuations over 

time. Indeed, suicidal ideation and psychosocial suicide risk factors, including hopelessness, 

burdensomeness, loneliness, and psychotherapeutic alliance have been shown to shift 

dramatically in the interval leading up to suicide (Bryan et al., 2012; Dunster-Page et al., 

2017; Kleiman et al., 2017). Accounting for these variations is made even more arduous due 

to a lack of reliable suicide risk screening instruments, screening availability, and patient 

concerns associated with stigma (Kessler et al., 2020).

In a sequence of related studies (Levis et al., 2023b, 2022), we suggested that leveraging 

more expansive data resources may improve risk evaluation. Our prior research explored 

the utility of using natural language processing (NLP) to transform unstructured electronic 

health record (EHR) data, such as clinician notes, into analyzable formats that can be used 

to enhance suicide risk modeling. We found that this method bolsters predictive accuracy, 

aids clinical insight, and helps monitor subtle changes over time, especially for high-suicide 

risk patients. We recently found that this method, when leveraged alongside Recovery 

Engagement and Coordination for Health–Veterans Enhanced Treatment (REACH-VET; 

VA, 2017), the VA’s leading suicide prediction algorithm, led to up to 6X improved 

predictive accuracy for high-suicide risk patients, when compared to singly using REACH-

VET (Levis et al., 2023a). We also previously established the feasibility of deploying a novel 

machine learning method to identify risk fluctuations in a small sample of closely matched 

patients with Posttraumatic Stress Disorder (PTSD) that died and did not die by suicide 
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(Levis et al., 2023b). Expanding beyond our prior studies, in the present paper, we utilize 

a national VA dataset that includes all high-suicide-risk patients that received mental health 

care. We selected this population based on their elevated mental health burden (Kessler 

et al., 2017), likelihood of suicide (McCarthy et al., 2015), and because our previous 

NLP study offered pronounced impact for related groups (Levis et al., 2023a). We defined 

high-risk status based on patients scoring within the top 1 % of REACH-VET risk scores as 

this group includes a very high-concentration of suicide decedents and a high proportion of 

clinically flagged high suicide risk patients (McCarthy et al., 2015). We used this sample to 

derive targeted psychosocial variables and map changes in the year before death by suicide.

1.1. Background

NLP, a branch of machine learning that evaluates textual patterns, has been shown to be 

an effective means to convert text into data formats that can be used to identify and track 

psychotherapy and suicide-related variables (Ben-Ari and Hammond, 2015; Dreisbach et al., 

2019; Fernandes et al., 2018; Levis et al., 2020). An array of previous studies have explored 

using NLP to analyze unstructured EHR data for suicide prediction (Leonard Westgate et 

al., 2015; Poulin et al., 2014; Rumshisky et al., 2016). NLP may offer improved access to 

information about patients’ interpersonal patterns and relationships between the clinicians 

and patients (Levis et al., 2022; 2020) and how these change in the intervals leading up to 

death by suicide (Levis et al., 2023b). Our prior findings suggest the benefit of using NLP 

to develop EHR-note-derived variables to enhance predictive accuracy, as evidenced by the 

ability to outperform leading structured EHR suicide risk metrics (Levis et al., 2023a).

Prior research suggests that NLP methods can be utilized to monitor real-time changes in 

suicide risk (Fine et al., 2020). Unlike demographic, diagnostic, and service usage variables, 

which tend to remain fairly stable over time, NLP approaches that account for temporal 

changes may aid evaluation of the dynamic nature of suicide risk (Bayramli et al., 2021). 

In a prior study, (Levis et al., 2023b) we used Dynamic Topic Modeling, a method that 

automatically detects topics distributed throughout text corpora (Blei et al., 2003), to better 

uncover patterns over time within EHR notes. This approach is conceptualized as being 

“latent” because it discerns topics that can be hidden from sight, mimicking qualitative 

pattern detection and characteristic syntheses (Glaser and Strauss, 2017; Knowles et al., 

2014). As opposed to qualitative methods, Dynamic Topic Modeling is probabilistic and 

independent of human consultation, utilizing an unsupervised machine learning method to 

rank, sort, and synthesize text themes. In contrast to conventional topic modeling, which 

evaluates word pattern distribution without consideration for time, Dynamic Topic Modeling 

accounts for changes over time, charting how topic-associated words fluctuate over defined 

intervals. Dynamic Topic Modeling offers the ability to longitudinally trace risk fluctuations 

and pinpoint intervals of concern.

Within our pilot study, we identified central topics for patients who died and suicide 

risk-matched patients who did not die by suicide, including “Treatment”, “Medication”, 

“Engagement”, “Expressivity”, and “Symptomology”. We found that patients who did not 

die showed greater fluctuation over time relative to those who died by suicide for all topics 

except Medication, which remained consistent across time for both groups. Our findings 
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suggested that over time patients who did not die showed increased psychotherapeutic 

benefits, including improved engagement and expressivity. This prior work, however, was 

constrained by its small sample size, a lack of focus on the prevalence and relevance of 

identified topics, and a lack of population specificity. In the present study, we built on our 

past work by 1) including a much larger sample, 2) monitoring changes in topic relevance 

and prevalence over time, and 3) only including patients that were predicted to be at high 

suicide risk.

Our choice to focus on high-risk patients is predicated on this community’s pronounced 

suicide risk concentration (McCarthy et al., 2015), elevated mental health burden (Kessler et 

al., 2017), and active usage of mental health services, including targeted suicide prevention 

services (McCarthy et al., 2021). Based on this prior study, we anticipated that patients 

who died by suicide and risk-matched patients who did not die would show divergent 

topic fluctuations over time and that monitoring these changes could aid monitoring 

clinical risk patterns. This study advances new risk detection methods and expands clinical 

understanding of high suicide-risk patient experience.

2. Methods

The VA is the nation’s largest integrated health system and provider of psychotherapy 

and mental health services (OMHSP, 2021). It also maintains a central data repository, the 

Corporate Data Warehouse (CDW), which contains all patient EHR data. Responding to 

the increased rates of death by suicide in the Veteran community (OMHSP, 2021; Rubin, 

2019), the VA has prioritized advancing innovative methods to monitor suicide risk, data 

that is now accessible via EHR (Kessler et al., 2017). As such, the VA provides a unique 

resource for data-focused suicide research. This study utilizes a recent representative sample 

of Veterans engaged in VA mental health care who were identified as high suicide risk that 

did (cases) and did not die (controls) by suicide. We report how we determined our sample 

size, all data exclusions (if any), all manipulations, and all measures in the study.

2.1. Sample

We obtained information on patient characteristics and service use, as well as clinical note 

text associated with mental health encounters from the CDW. We obtained ethical approval 

for all protocols from the local institutional review board, confirming that the study meets 

national and international guidelines for research on humans. We also received a waiver of 

informed consent due to study’s retrospective nature, sample size, data protections, and lack 

of ability to contact patients and their families due to patient death. Following VA privacy 

standards, analysis was restricted to a VA study-specific airlocked research server that could 

only be accessed by approved VA personnel.

One of the VA’s leading innovations was the development of REACH-VET, an algorithm 

that identifies VA users with the highest suicide risk based upon structured variables derived 

from EHR data associated with increased suicide risk (Matarazzo et al., 2019; McCarthy 

et al., 2015; VA, 2017). REACH-VET’s algorithm automatically evaluates 61 structured 

variables that are strongly associated with suicide from the EHR including healthcare usage, 

psychotropic medications, and socio-demographics (Supplementary Table 1).
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To develop the study sample, we linked EHR data from the CDW with cause of death 

data from the VA-Department of Defense Mortality Data Repository (MDR;DoD, 2020) to 

identify all patients who died by suicide that had at least one VA healthcare encounter in 

either 2017 or 2018 (cases = 4584). We then restricted cases to patients that 1) received 

mental health care during treatment interval (n = 2279), 2) were detected by REACH-VET 

as being in the top 1 % of suicide risk in the month before death by suicide (n = 437), 

and 3) had at least 9 months of mental health care in the year before suicide (n = 218). 

Although the REACH-VET model is trained to predict the top 0.1 % of risk, we chose to 

include patients within the top 1 % of predicted risk due to this group’s very high suicide 

risk concentration, accounting for nearly 10 % of VA suicide deaths (Kessler et al., 2017), 

their elevated level of clinically identified suicide risk (McCarthy et al., 2015), and because 

we had previously found that NLP risk modeling aided predictive modeling for this group 

(Levis et al., 2023a). As the study evaluates suicide risk changes over time, we retained 

patients who received care for at least 9 months to facilitate time-dependent observations. 

Due to the project’s clinical nature, and access restrictions associated with VA data, our 

project data is not publicly available.

2.2. Matching

Following guidance about rare event matched case-control methods (Lacy, 1997) and with 

support from the Office of Mental Health and Suicide Prevention, we matched each case 

with five controls that had the same REACH-VET score, a comparable amount and duration 

of mental health care at the same VA facility, and were alive at the time of the cases’ death. 

We identified risk matched controls that had mental health care during the select interval 

(n = 10,729), sub-selected those with REACH-VET indicated high-suicide risk (n = 2095), 

and then identified those who had at least 9 months of mental health care in the year before 

relevant end date (n = 943). Given our multistep sample derivation, our final matching ratio 

was slightly reduced such that for every case there were 4.32 controls, on average. For 

descriptive purposes, we assessed demographic characteristics for the sample, including age, 

race and ethnicity, marital status, military service era, and level of VA service-connected 

disability from the month before matched-cases’ death date, and calculated standardized 

mean differences between case and control differences.

2.3. Dynamic topic modeling

We used LDASeq, a widely used Dynamic Topic Modeling method (Blei and Lafferty, 

2006). LDASeq is based on Latent Dirichlet Allocation (LDA), where each document, or 

EHR note in our case, is premised to contain words that represent a range of topics. The 

word frequency within a document is assumed to follow a multinomial distribution (Levy et 

al., 2015). Topics are represented using Dirichlet distributions, a process that ascribes select 

words to a topic by assigning them higher weight via simplex parameters (“proportions” 

summing to 1 to indicate relative presence). The breakdown of topics within a document 

(proportion of topic occurrence based on word content) is also given by a Dirichlet 

distribution. The multinomial distribution is modeled using a generative modeling approach 

which samples topics from documents per the Dirichlet distribution, and words from topics 

per another Dirichlet distribution. Instead of using conventional Dirichlet distributions, 

LDASeq uses logistic transformations of multivariate normal distributions. This adaptation 
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preserves the distribution of topics and words within simplex parameters but also allows 

more flexible modeling of topic complexities. LDASeq model parameters are optimized 

using variational Kalman filtering and variational wavelet regression (Theodoridis, 2020) to 

estimate topic distributions.

In Dynamic Topic Modeling, the importance of words within a topic (i.e., prominence) is 

temporally modeled across time by inducing conditional dependence linking the current 

topic with the previous topic. This is accomplished by sampling the current topic from a 

multivariate normal distribution, centered on the previous topic, before application of the 

logistic distribution that generates the simplex parameter. This generative method mimics 

qualitative research design, allowing innate lexical patterns to come forward independent 

of theoretical assumptions. To isolate and compare change patterns within the respective 

groups, we conducted analysis on a month-by-month basis separately for cases and controls.

As our goal was to evaluate changes over time, we specifically looked at month intervals. 

This unit of analysis allowed the inclusion of intermittent mental health appointments. 

When compared to shorter intervals, this approach required less computational resources, a 

concern given the complexity of Dynamic Topic Modeling analyses. Additionally, months, 

as discrete and digestible time intervals, are frequently used within VA suicide prevention 

efforts, such as the calculation of REACH-VET percentile scores. LDAseq requires manual 

investigation to validate topic validity and justify topic coherence (AlSumait et al., 2009). 

We conducted analyses in Python 3.8 using Gensim (Models.Ldaseqmodel, 2021), The 

Natural Language Toolkit (NLTK; Bird et al., 2009), and Scikit-learn packages (Pedregosa 

et al., 2011).

2.4. Data preparation

To prepare data for analysis, we performed tokenization, a process that splits text data into 

consistent units, removed very common words (“stop-words”) that were premised to offer 

little added meaning to our model (words like “and” or “the”, as well as ubiquitous terms 

like “vet”, “veteran”, and “patient”), eliminated symbols and punctuation, and made all 

words lowercase. Following our previous method, we removed notes from five days before 

death to avoid potential endogeneity as date of death can be delayed within EHR records and 

we did not want to bias our sample with the possible inclusion of post-mortem notes.

2.5. Analysis

After preliminary analysis selecting different numbers of topics, we constrained analysis 

to five topics, a number that maximized interpretability without overtaxing computational 

resources. As cases and controls were closely matched on REACH-VET, derived topics and 

topic fluctuations were expected to be closely related. Our analysis included the following 

steps:

2.5.1. Grouping case and control topics—Case and control topics were grouped 

together based on degree of agreement at the first timepoint, using the rank-biased overlap 

metric (RBO; Amigó et al., 2018), between topics. RBO is a score between 0 (no 

agreement) to 1 (perfect agreement), representing the overlap between two sets of words 
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and weighting words that are ranked more highly in each list (Bonett and Wright, 2000). 

We calculated 95 % confidence intervals based on a parametric assumption that the RBO 

would be distributed similarly to the Kendall Tau, a related measure of agreement (Lapata, 

2006). These confidence intervals were used to map the topics’ degree of association. To 

conceptualize each derived topic, we identified the 20 most prominent words from each 

topic by averaging term prominence scores across all time intervals. Topic correlations and 

prominent words were further evaluated by clinical experts (including a psychiatrist, clinical 

social worker, and psychologist) to evaluate optimal topic grouping and topic name. Topic 

names were selected by a process in which each clinician indicated naming preferences. The 

most consistently selected names were chosen to represent each respective topic.

2.5.2. Characterizing topic evolution—To monitor changes over time, we evaluated 

case and control topic changes, respectively, from the start to the end of the treatment 

interval. We also used Dynamic Time Warping (DTW: Berndt and Clifford, 1994) and 

Latent Class Mixture Models (LCMM: Marcoulides and Schumacker, 2001) to perform 

a trajectory analysis and identify sub-topics (i.e., groups of words whose prominence 

co-varies similarly across time intervals). As both dynamic time warping and latent class 

mixture models yielded similar results, we chose to only utilize dynamic time warping as it 

better captured non-linear time dependencies. Additional details on both trajectory analysis 

techniques can be found in the supplementary material, “Sub-topic identification” section. 

We characterized each word’s temporal changes relative to other words’ temporal changes 

within sub-topics based on differences in relative prominence at each timepoint. This metric 

measures words’ centrality within each sub-topic.

2.5.3. Relative suicide risk fluctuations—To track topic association and changes 

over time between groups, we calculated the prevalence of control-derived topics for cases 

and controls. This measurement served as an indicator of how the presence of these topics 

for cases deviated from what would be considered normal expectations. Using multivariable 

regression models, we identified specific points in time where the presence of specific topics 

in the corpus differed between cases and controls (see supplementary section “Association 

between derived topics and subsequent suicide risk at specific timepoints” for additional 

details on the statistical modeling).

3. Results

Within our final sample, we identified 218 cases and 943 controls that met all selection 

criteria and were classified as high-risk based on their REACH-VET scores. Matches had 

similar demographics and service usage trends, as evidenced by very low SMDs across 

all assessed variables, as presented in Table 1. Small differences, however, were detected 

between cases and controls’ racial background; cases tended to include slightly more non-

Hispanic White patients and controls tended to include more non-Hispanic Black patients. 

Controls also tended to include slightly more members with no service-connected disability 

and more cases tending to have high levels of service-connected disability. Cases had a total 

of 13,504 notes, or on average 62 notes per patient, while controls had a total of 55,369 

notes, or on average 59 notes per patient.
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3.1. Grouping case and control topics

Both groups’ Dynamic Topic models identified potentially clinically meaningful topics, 

showcasing group similarities and differences that shifted over time. After consulting with 

clinical experts, we grouped the topics with the highest case and control correlations 

at baseline, naming them as follows: “Medication”, “Intervention”, “Treatment Goals”, 

“Suicide”, and “Treatment Focus”. Case and control RBO agreement identified strong 

associations across most topics. Each topic’s RBO and ranked prominent words are 

presented in Table 2.

3.2. Characterizing topic evolution

Within-group topic changes from the beginning to the end of the treatment interval 

showcased case and controls’ relative rates of change over time. Case topics tended to 

change more over time than control topics, indicating increased relative fluctuation over 

time, as presented in Table 3. Only the Intervention and Treatment Goals topics showed 

statistical differences when comparing group RBO scores over time, suggesting that these 

topics contained the most pronounced group fluctuation. Case and control sub-topics relative 

prevalence also fluctuated, as presented in Fig. 1. For instance, we noticed that within the 

Suicide topic, “attempt” decreased in relative prominence within its sub-topic over time 

for both groups, whereas “family” decreased for cases and increased for controls over 

time. Similarly, we noticed that within the Intervention topic, “pain” decreased in relative 

prominence within its sub-topic over time for cases and increased for controls over time. 

Additional trajectory analysis results are presented in the Appendix (Supplementary Figure 1 

replicates sub-topic analysis using LCMM, Supplemental Figure 2 presents DTW sub-topic 

grouping).

3.3. Relative suicide risk fluctuations

While case and control topic prevalence remained similar for most intervals, we identified 

timepoints where case and control topic prevalence differed considerably, as presented in 

Fig. 2. Cases and controls demonstrated parallel fluctuations in the Medication and Suicide 

topics, divergences during the middle of treatment in the Intervention topic, and opposite 

tendencies during the beginning and end of treatment in Treatment focus and Treatment 

goals topics. Within the Treatment Focus and Treatment Goals topics, significant differences 

in topic prevalence between groups were apparent during the first 100 days and last 50 days 

of mental health utilization. Count-based models, as opposed to derived statistical models, 

are presented in Supplementary Figure 3. Topic prevalence models and confidence intervals 

on a weekly basis over the treatment year are presented in Supplementary Table 2.

4. Discussion

Even with the increased utilization of targeted machine learning methods, predicting suicide 

remains beset with challenges (Nock et al., 2022). A central aspect of this challenge 

stems from suicide risk’s temporal variability. In this study, we utilized Dynamic Topic 

Modeling to measure changes over time among patients with high suicide risk. Our 

EHR note analysis allowed nuanced evaluation of how cases and controls received and 

responded to care over time, highlighting group similarities and differences. Although small 
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demographic differences between cases and controls were detected, these differences were 

minor (Andrade, 2020). This degree of similarity allowed us the unique ability to focus on 

novel risk domains and areas to improve care. Each detected topic is reviewed as follows.

4.1. Topic analysis

4.1.1. Medication—Case and control “Medication” topics were very highly correlated 

across treatment intervals, with overlapping prominent words centering on pharmaceutical 

regimens (“mouth”, “mg2”). Case and control topics’ high correlations affirm the centrality 

and consistency of pharmacotherapy within VA mental health care (Krystal et al., 2017).

When comparing within-group changes over time, cases showed higher change levels, 

when compared to controls. The case sub-topic dealing with medication frequency 

(“capsule”, “daily”, “hour”) gained prominence over time, suggesting increased utilization 

of inpatient pharmacotherapy. This contrasts with the control sub-topic dealing with 

outpatient medication (“medication”, “outpatient”, “pain”) that also increased over time. 

This divergence hints toward reliance on inpatient and medical-focused care for cases, 

compared with a shift towards outpatient, psychological, and psychosocial care for controls. 

When comparing topic prevalence, rates similarly declined for both groups. Cases, however, 

showed greater fluctuation and a steeper rate of decline. This finding acknowledges the 

centrality of pharmacotherapy, but also suggests that, as cases approach death by suicide, 

there may be lessened engagement or treatment fidelity. Alternatively, it is conceivable that, 

as cases approach death by suicide, their providers may be more concerned about issues 

other than medication, prioritizing medical, legal, or psychosocial issues.

4.1.2. Intervention—Case and control “Intervention” topics were highly correlated 

across the treatment intervals, with overlapping prominent words centering on 

pharmacotherapy (“tab”, “medication”). Non-overlapping prominent words centered on 

medication for cases (“qhs3”, “refill”) and personal experience and expression for controls 

(“denies”, “mood”).

Case sub-topics dealing with inpatient care (“daily”, “inpatient”) and pharmacotherapy 

(“dose”, “mg daily”) increased over time while those dealing with pain treatment (“pain”, 

“tablet”) decreased. Control sub-topics dealing with symptoms (“anxiety”, “pain”) and 

inpatient care (“inpatient”, “urine”, “qh4 prn5”) increased over time, while the sub-topic 

dealing with improvement (“discharge”, “good”) decreased, especially towards the end 

of care. Related shifts may be indicative of controls transitioning out of inpatient care 

and showing fewer discharge references. Over time, sub-topic differences suggest cases 

received more medical and inpatient care, while controls received more symptom-specific 

psychological care. When comparing topic prevalence, we may note that cases showed 

higher Intervention prevalence, but that this declined over time, relative to controls, whose 

rates shifted only slightly over time. This trend suggests that cases may have received higher 

2Milligram.
3Every night at bedtime.
4Every hour.
5As often as necessary.

Levis et al. Page 9

Psychiatry Res. Author manuscript; available in PMC 2024 October 18.

V
A

 A
uthor M

anuscript
V

A
 A

uthor M
anuscript

V
A

 A
uthor M

anuscript



levels of targeted interventions, but that this level diminishes over time. Controls’ level of 

care remained more consistent, albeit at a comparatively lower level.

It is of note that this topic shared core similarities with the Medication topic, corroborating 

the centrality of pharmaceutical care for VA patients at high suicide risk. That being said, 

within the “Interventions” topic, control notes showed a network of related non-medication 

words, such as “denies”, “mood”, and “thought”. This pattern suggests that controls may 

encounter broader intervention resources and that, potentially, providers may be more 

sensitive to controls’ experiences and expressions. This dynamic could indicate providers’ 

comparative commitment to controls’ unique experiences and, potentially, reference these 

patients’ increased engagement in care over time.

4.1.3. Treatment goals—Case and control “Treatment Goals” topics were moderately 

correlated at the beginning and end of the treatment interval, with overlapping 

prominent words centering on engagement (“goal”, “recovery”, “treatment”). Non-

overlapping prominent words centered on treatment for cases (“diagnosis”, “therapy”) and 

accomplishment for controls (“skills”, “resolved”).

Cases showed decreased prominence over time for sub-topics dealing with engagement 

(“discussed”, “member”, “behavior”) and intervention (“intervention”, “problem”, 

“program”), and increased prominence for sub-topics dealing with medical scheduling 

(“appointment”, “care”, “provider”). Controls showed increased prominence over time 

for sub-topics dealing with participation (“participated”, “plan”, “process”), engagement 

(“discussion”, “treatment’), and achievement (“change”, “objective”, “relapse”). Case and 

control sub-topic differences suggest that cases shifted away from psychotherapeutic 

engagement and towards more routine scheduling over time. Controls, in contrast, appear 

to shift towards increased focus on engagement, achievement, and dedication to the 

psychotherapeutic process. When comparing within-group changes over time, cases showed 

higher change levels, when compared to controls.

When comparing topic prevalence, significant differences were apparent during the start and 

end of care. While both groups began at a similar level, cases showed a higher increase rate 

relative to cases. Although both groups again return to similar rates during the middle of 

the treatment year, controls again diverge, significantly increasing towards the end of the 

interval. This relationship may indicate that the prevalence of control Treatment Goals topics 

is more fluid, relative to cases.

4.1.4. Suicide—Case and control “Suicide” topics were modestly correlated across 

treatment intervals, with overlapping prominent words centering on risk (“suicide”, 

“risk”), and non-overlapping terms centering on evaluation and mitigation for cases 

(“factor”, “mental health”) and targeted treatment for controls (“alcohol”, “disorder”). 

When comparing within-group changes over time, cases showed higher change levels, when 

compared to controls.

Cases showed increases over time in sub-topics dealing with suicide (“suicide”, “abuse”, 

“history’) and medical need (“medical”, “need”, “problem”), and decreases in sub-
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topics dealing with service usage (“call”, “contact”, “mental health”) and targeted care 

(“assessment”, “care”, “support”). Control sub-topics showed increases in sub-topics dealing 

with symptoms (“alcohol”, “anxiety”, “symptom”) and personal experience (“family”, 

“history”, “pain”) and decreases in the suicide risk (“attempt”, “ideation”) sub-topic. These 

contrasts further characterize case medical-focused care, compared to controls, who over 

time, received more supportive and targeted psychological interventions. When comparing 

topic prevalence, a nearly identical pattern of decreasing prevalence is apparent for both 

groups, suggesting that less attention is dedicated to suicide risk over time.

4.1.5. Treatment focus—Case and control “Treatment Focus” topics were not 

correlated across treatment intervals, with non-overlapping prominent words centering on 

symptoms and psychopathology for cases (“disorder”, “anxiety”) and connecting resources 

for controls (“contact”, “discharge”, “housing”). This topic was nonetheless grouped 

together as it offered a potential method of identifying clinical differences between 

cases and controls. Although both groups showed similar levels of change over time, 

controls had a slightly higher level of fluctuation. Case sub-topics showed increased 

symptoms (“alcohol”, “anxiety”, “depression”) alongside decreased mental health care 

usage (“medication”, “mental”, “symptom”) over time. Control sub-topics showed increased 

supportive care (“home”, “information”, “program”) alongside decreased mental health 

care usage (“management”, “medication”, “provider”). When comparing topic prevalence, 

the trends were the opposite of those described in the Treatment Goals topic. In this 

context, controls prevalence rates sharply declined early in care and again at the end of 

the treatment interval, relative to cases who appeared to have less fluctuation. While case 

fluctuations suggest increased pathology, which could signal potential emotional distancing 

from providers, controls’ fluctuations may have associations with increased engagement and 

psychotherapeutic growth.

4.2. Implications

This study affirms the potential utility of leveraging NLP to monitor time-sensitive 

population-specific suicide risk variables. In contrast to REACH-VET, a prediction 

model that relies on structured EHR variables including demographics and service usage 

(McCarthy et al., 2015), which are relatively static domains, our method relies on 

unstructured EHR notes, which may be more responsive to real-time changes. It is of 

note that cases appeared to change more over the course of treatment, when compared to 

controls, suggesting the potential of monitoring lability as a risk factor. These changes may 

be indicative of increased symptomology, declining engagement, or worsened therapeutic 

alliance.

Our findings about relative change over time stand in contrast to our prior Dynamic Topic 

Modeling study which identified the opposite pattern (Levis et al., 2023b). This difference 

could be associated with the samples’ distinct risk concentrations: whereas the current study 

only included patients classified as high-risk by REACH-VET, a sub-group that accounts for 

a high concentration of patient suicide deaths (Kessler et al., 2017) in the prior study, we 

did not impose risk-tier restrictions. As the high-risk sample was flagged by REACH-VET, 

it is likely that they had overt suicide-associated symptoms and received targeted suicide 
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prevention services. It is similarly likely that the non-high-risk group had fewer overt 

symptoms and received fewer suicide prevention services.

Borrowing from the literature about alliance and suicide risk (Dunster-Page et al., 2017; 

Gysin-Maillart et al., 2017), providers appear to have lower expectations and worse 

relationships with high-risk patients when compared to lower-risk patients (Barzilay et 

al., 2020; Dunster-Page et al., 2017). It stands to reason that for high-risk patients, not 

experiencing symptom worsening over time could be indicative of therapeutic benefit 

(Luoma et al., 2002). In contrast, providers may have less defined expectations for lower-

risk patients. For lower-risk patients, fluctuation over time could be more tied to positive 

alliance and productive therapeutic relationships (Huggett et al., 2022). Moving forward, 

Dynamic Topic Modeling could be a useful tool to hone-in on these changes, and in turn, 

improve risk stratification and risk management over time.

It is also interesting that prominent Treatment Focus and Treatment Goals prevalence 

differences were identified during the early and late stages of treatment. These intervals 

may be important points to anchor future temporal investigations (Luoma et al., 2002). It is 

similarly noteworthy that the Suicide and Medication topics declined in prevalence for both 

groups, a finding that reiterates the importance of monitoring these domains for high-risk 

patients.

4.3. Limitations

Given the exploratory nature of our methods and the unique high-risk characteristics of our 

sample, we are cautious to not imply that our topic labeling represents the only way to 

interpret or name topic constellations, nor do we suggest that these topics will be pervasive 

in other analyses. We are additionally cautious about extrapolation based on our analysis, 

given the inherent challenges in interpreting machine learning derived models (Kaur et al., 

2020).

Our study focused on conceptualizing differences between cases and controls, rather than 

developing predictive models. As we focused on changes in months leading up to death by 

suicide, we specifically selected patients that lived at least nine months after indexing to 

model changes over time, thus limiting cohort size and potential relevance. We are cautious 

to not speculate about this method’s utility for patients who died by suicide sooner after 

indexing. Future research is necessary to evaluate if this method could be usefully applied 

to notes from non-mental health medical visits. We did not consider clinician training 

or specialization. Given our exploratory focus, and the computational burden associated 

with our analysis, we developed case and control models independently, restricting the 

ability to utilize our model as a predictive method. Due to data privacy regulations, we 

cannot share our data or post to a repository. Data privacy and regulations, and ability 

to receive waivers of consent, could be different in other contexts, constraining ability to 

conduct comparable analysis. For example, the inability to use post-mortem data would 

make comparable analysis very arduous.

This study lays the groundwork to derive a predictive method using population-specific, 

psychosocial, and time-sensitive suicide risk variables from unstructured EHR notes. In a 
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future study, we hope to evaluate changes in structured and unstructured EHR over time 

and better understand how topic groupings relate to service utilization. Integrating these 

data formats would allow richer measurement of service utilization and clinical experiences. 

Subsequent studies could leverage this approach to develop a predictive model that could be 

implemented alongside or in combination with structured EHR-based predictive models like 

REACH-VET. Future research would be strengthened by comparing the identified topics and 

how they change over time with psychotherapy session transcripts.
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Fig. 1. Dynamic Time Warping Sub-Topic Trajectories.
This figure presents the relative prominence of identified terms (“sub-topics”), clustered 

from the top 50 most prominent words per topic across time within each topic that had 

comparable rates of change. Clustering was accomplished using dynamic time warping 

followed by hierarchical clustering with additional filtration of words and sub-topics. The 

thick line indicates overall trend per sub-topic, estimated by fitting a third-order polynomial 

to the data. The X-Axis presents Time (1 is index month, 12 is suicide for cases/end of 

observation for controls). The Y-axis presents Relative Prominence (higher values are more 

prominent).
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Fig. 2. Differences in topic prevalence over time by suicide status.
This figure presents Dynamic Topic Modeling (Blei et al., 2003) derived topics and monitors 

changes in topic prevalence over time within the case and control corpus. This figure 

presents each topic’s prevalence among case and control records over time, estimated by 

using Bayesian hierarchical splines to assess statistical significance (translucent ribbons 

surrounding line indicates 95 % confidence intervals for the prevalence estimates).
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Table 1

Case and control demographics. The sample was selected based on having the same high suicide risk score on 

Recovery Engagement and Coordination for Health–Veterans Enhanced Treatment (REACH-VET; VA, 2017), 

an algorithm that identifies patients with the highest suicide risk based on demographics and service usage 

variables. To evaluate the success of our matching methodology (cases (n = 218) and controls (n = 943)), we 

calculated standardized mean difference (SMD). We considered SMD values of 0.2–0.5 as small, values of 

0.5–0.8 as medium, and values > 0.8 as large (Andrade, 2020). Following this metric, differences between 

cases and controls were very small, a finding that makes sense given that cases and controls were matched on 

REACH-VET suicide risk score.

Sub-sample Match

Case (n = 218) Control (n = 943) SMD

Patient Demographics 

Female, n (%) <11 65 (6.9) 0.10

Patient Age, Mean (SD) 52.76 (15.19) 53.46 (14.63) 0.05

Patient Age 18–34, n (%) <11 133 (14.1) 0.10

Patient Age 35–54, n (%) 73 (33.5) 303 (32.1) 0.03

Patient Age 55–74, n (%) 99 (45.4) 461 (48.9) 0.07

Patient Age 75+, n (%) <11 46 (4.9) 0.10

Patient Race/Ethnicity 

Non-Hispanic White, n (%) 189 (86.7) 743 (78.8) 0.21

Non-Hispanic Black, n (%) <11 107 (11.3) 0.20

Hispanic, n (%) 15 (6.9) 69 (7.3) 0.02

Non-Hispanic APAC/AMIND/Unknown, n (%) <11 22 (2.3) 0.10

Era of Service 

Post-911, n (%) 97 (44.5) 415 (44.0) 0.01

Vietnam, n (%) 72 (33.0) 286 (30.3) 0.06

Marital Status 

Married, n (%) 55 (25.2) 230 (24.4) 0.02

Divorced/Separated n (%) 96 (44.0) 455 (48.3) 0.09

Single n (%) 52 (23.9) 188 (19.9) 0.10

Other, n (%) 15 (6.9) 70 (7.4) 0.02

Service Connected Disability Percent 

None, n (%) 85 (39.0) 497 (52.7) 0.30

0–60 %, n (%) 54 (24.8) 192 (20.4) 0.11

70 %+, n (%) 79 (36.2) 254 (26.9) 0.20

Burden of Physical Illness 

Low, n (%) 74 (33.9) 275 (29.2) 0.10

Mid, n (%) 86 (39.4) 351 (37.2) 0.05

High, n (%) 58 (26.6) 317 (33.6) 0.15

Burden of Mental Illness 

Low, n (%) 12 (5.5) 21 (2.2) 0.17

Mid, n (%) 56 (25.7) 235 (24.9) 0.02
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Sub-sample Match

Case (n = 218) Control (n = 943) SMD

High, n (%) 150 (68.8) 687 (72.9) 0.09

Notes. Following death-related research protocols, we have suppressed any REACH-VET variables that were found to contain less than 11 
individuals or more than 66 individuals.
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Table 3
Within group topic changes over time.

This table presents case (top) and control’s (bottom) derived Dynamic Topic Modeling (Blei et al., 2003) topic 

correlations, comparing the beginning and end of the treatment interval. We used Rank Biased Overlap (RBO; 

Amigó et al., 2018) to evaluate differences over time. RBO is a score between 0 (no agreement) to 1 (perfect 

agreement), representing the overlap between two sets of words and weighting words that are ranked more 

highly in each list (Bonett and Wright, 2000). We calculated 95 % confidence intervals based on a parametric 

assumption that the RBO would be distributed similarly to the Kendall Tau, a related measure of agreement 

(Lapata, 2006). The case and control topics that have asterisks had non-overlapping confidence intervals and 

are thus significantly different from each other.

Case Rank Biased Overlap

Medication Intervention Treatment Goals Suicide Treatment Focus

RBO: 0.80 95 % CI 
[0.75–0.84]

RBO: 0.83* 95 % CI 
[0.78–0.86]

RBO: 0.73* 95 % CI 
[0.67–0.78]

RBO:0.73 95 % CI 
[0.66–0.78]

RBO: 0.83 95 % CI 
[0.79–0.87]

Control Rank Biased Overlap

Medication Intervention Treatment Goals Suicide Treatment Focus

RBO: 0.81 95 % CI 
[0.76–0.85]

RBO: 0.93* 95 % CI 
[0.91–0.94]

RBO: 0.89* 95 % CI 
[0.86–0.91]

RBO: 0.79 95 % CI 
[0.74–0.82]

RBO: 0.88 95 % CI 
[0.84–0.90]
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