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Abstract: Although the irreplaceable position of silicon (Si) semiconductor materials in the field of
information has become a consensus, new materials continue to be sought to expand the application
range of semiconductor devices. Among them, research on wide bandgap semiconductors has already
achieved preliminary success, and the relevant achievements have been applied in the fields of energy
conversion, display, and storage. However, similar to the history of Si, the immature material grown
and device manufacturing processes at the current stage seriously hinder the popularization of wide
bandgap semiconductor-based applications, and one of the crucial issues behind this is the defect
problem. Here, we take amorphous indium gallium zinc oxide (a-IGZO) and 4H silicon carbide
(4H-SiC) as two representatives to discuss physical/mechanical properties, electrical performance,
and stability from the perspective of defects. Relevant experimental and theoretical works on
defect formation, evolution, and annihilation are summarized, and the impacts on carrier transport
behaviors are highlighted. State-of-the-art applications using the two materials are also briefly
reviewed. This review aims to assist researchers in elucidating the complex impacts of defects on
electrical behaviors of wide bandgap semiconductors, enabling them to make judgments on potential
defect issues that may arise in their own processes. It aims to contribute to the effort of using
various post-treatment methods to control defect behaviors and achieve the desired material and
device performance.
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1. IGZO
1.1. Introduction

Semiconductor materials can be broadly categorized into amorphous and crystalline
types based on their structures. Amorphous semiconductors lack a well-defined crystal
lattice, which grants them a greater flexibility in terms of fabrication and processing.
While the electronic performance of amorphous semiconductors may not match the highly
ordered crystalline counterparts, they offer significant advantages in terms of production
efficiency and cost-effectiveness. As carrier mobilities in amorphous oxide semiconductors
(AOS) have improved, amorphous indium-gallium-zinc (In-Ga-Zn) oxide (a-IGZO) has
received considerable interest due to its fascinating physical properties [1,2]. This interest
was sparked by the initial discovery in 2004 of its exceptional potential in the realm of
thin film transistors (TFTs) [3], leading to substantial advancements over the subsequent
two decades.

Compared with other TFT channel materials used in flat panel displays (FPDs),
such as hydrogenated amorphous silicon (a-Si:H), high-temperature annealed polycrys-
talline silicon (HTPS), and laser-annealed low-temperature polycrystalline silicon (LTPS),
a-IGZO stands out due to its superior mobility (>10 cm2/V·s), reduced subthreshold swing
(SS~100 mV/dec) [4], minimal leakage current (<10−12 A/µm), and enhanced stability.
Although high mobilities (even >100 cm2/V·s) are also occasionally reported in poly-Si,
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the presence of grain boundary (GB) issues often leads to inconsistent device performance
and reliability. In contrast, the a-IGZO is a more economical and practical choice because
it can be prepared in large areas at low temperatures. Meanwhile, both the quality and
uniformity can be easily guaranteed by common methods, such as magnetron sputtering
and atomic layer deposition (ALD). Recently, a remarkable mobility of ~70 cm2/V·s was
obtained in a-IGZO films prepared by plasma-enhanced ALD (PEALD) [5].

At the same gate-to-source voltage (Vgs) and drain-to-source voltage (Vds) conditions,
the drain-to-source current (Ids) of a-IGZO TFTs is often 1 to 2 orders of magnitude higher
than that of a-Si:H, which can well meet the substantial current demands of organic light
emitting diode (QLED) pixels [6]. Furthermore, a-IGZO is a wide bandgap semiconductor
material (>3 eV) which is transparent in visible light and shows good foldability [7]. These
advantages together boost its applications in FPDs, transparent electronic devices [8], and
flexible devices [9], driving the industry towards displays with higher resolutions, higher
refresh rates, larger sizes, and the advent of transparent and flexible display technologies.

1.2. Physical Properties

IGZO is a representative of AOS composed of three metal elements: In, Ga, and Zn.
Its structures and physical properties vary significantly depending on In:Ga:Zn ratios,
including the crystallinity, bandgap, and carrier concentration. A typical case is the compo-
sition with a metal ratio of In:Ga:Zn = 1:1:1 (InGaZnO4), whose crystalline (c-InGaZnO4)
and amorphous (a-InGaZnO4) structures are shown in Figure 1a,b, respectively. The In3+

ions form octahedral InO6 units, each with six surrounding O2− ions; Zn2+ ions form
tetrahedral ZnO4 units, each with four surrounding O2− ions; and Ga3+ ions form trigonal
bipyramid GaO5 units, each with five surrounding O2− ions. c-InGaZnO4 is composed
of alternating layers of octahedral InO6, tetrahedral ZnO4, and trigonal bipyramid GaO5.
In reality, tetrahedral Zn2+ ions and trigonal Ga3+ ions can exchange positions with each
other, forming a mixed Ga/Zn layer consisting of trigonal bipyramidal units [10,11]. This
positional exchange, as indicated by first-principles calculations, results in a negligible en-
ergy variation of approximately 0.1 eV, highlighting the dynamic nature and metastability
of IGZO’s crystal structure.
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energy of the individual configuration and the average energy at each density. (d) Schematic illustra-
tion of the real space overlaps among adjacent metal ns orbitals and oxygen 2p orbitals in AOS. The
overlaps are crucial to maintain the electronic properties of AOS during the structure variation from
crystal to amorphous state. (e) Energy band and (f) metal orbital DOS of an a-InGaZnO4 supercell
containing 84 atoms generated by MD and calculated by GGA + U method. (c) Reprinted from [12],
Copyright (2022) by John Wiley & Sons, Inc.

Table 1 shows the reported bond lengths, coordination numbers, and densities of
a-InGaZnO4 [13–18]. While discrepancies in the reported data are evident, a consistent
trend emerges regarding the bond lengths: the In-O bond lengths are the longest, while
the Ga-O bond lengths are the shortest, followed by the intermediate Zn-O bond lengths.
This result suggests that the amorphization process in IGZO does not significantly change
the bond lengths but only changes the bond angles and reduces the coordination numbers
of the metal atoms. Meanwhile, the density data in Table 1 also show that the densities of
a-InGaZnO4 could vary in a large range from 5.58 to 6.1 g/cm3, indicating the diversity in
local a-InGaZnO4 structures. Indeed, as shown in Figure 1c, Medvedeva et al. [12] studied
the energies of 10 a-InGaZnO4 structures with different densities generated by molecular
dynamics (MD) simulations and found that even at the same density, the energy deviations
of different structures still reached about 3 eV. Conversely, a-InGaZnO4, with a large
density range, could also have similar energies, verifying the wide density distributions
in a-InGaZnO4 and indicating that significant structural evolutions could occur due to a
slight deposition condition variation. They also calculated the theoretical metal K-edge
extended X-ray absorption fine structures (EXAFS) of a-InGaZnO4 at different densities
and found that they matched with experimental values well, which further confirms the
structural instability of IGZO.

Table 1. Structure properties of a-IGZO.

Ref
Bond Length (Å) Coordination Number Density

(g/cm3)In-O Ga-O Zn-O In Ga Zn

Calculation

[13] 2.15 1.79 2 5.36 4.25 4.22 5.58
[14] 2.2 2 2 5 5 4 5.71
[15] 2.12 1.91 1.92 4.8 5 4 6.1
[16] – – – 5.24 4.9 4.41 5.77
[17] 2.14 1.9 2 5.26 4.83 4.25 5.91

Experiment [13] 2.11 2 1.95 4.5 4.3 4.6 5.9
[18] 2.16 1.87 1.97 4.9 5.0 4.5 –

The high electron mobility of AOS depends on the overlaps of s orbitals between
adjacent heavy cations, as shown in Figure 1d. Hosono et al. [19] predicted that for AOS
with heavy post-transition metal cations and an electronic configuration of (n − 1)d10ns0

where n ≥ 5, smaller effective electron masses and larger electron mobilities can be obtained.
The subsequently discovered high-mobility AOS materials confirmed this conclusion, such
as 2CdO-PbO2 [20], AgSbO3 [21], and IGZO [3]. Consistent with the orbital overlap,
the conduction band minimum (CBM) of a-InGaZnO4 is mainly composed of spatially
spreading In 5s orbitals with large isotropic spherical extensions in real space, leading to
overlaps of s orbitals between adjacent metal atoms and showing insensitivity to disorders.
Therefore, the field effect mobility (µFE) of crystal-InGaO3(ZnO)5 (a kind of IGZO allotrope)
is 80 cm2/V·s [22], while it can still maintain above 10 cm2/V·s in amorphous phases [23,24].
In contrast, Si atoms in a bulk state are connected to adjacent atoms by sp3 hybrid orbitals,
which show a strong directional selectivity, thus leading to the electron mobility declining
from 1500 cm2/V·s in crystal-Si (c-Si) to less than 1 cm2/V·s in a-Si:H [25].

As shown in Figure 1e,f, the high electron mobilities in a-IGZO can be further verified
by the band structure and density of states (DOS) of a typical a-IGZO model using the
density functional theory (DFT) + U calculation. The U values applied for In 4d, Ga 3d, Zn
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3d, and O 2p orbitals are 7, 8, 8, and 7, respectively [26]. Figure 1f shows the valence band
maximum (VBM) and CBM of the a-IGZO are mainly composed of In 5s and O 2p orbitals,
respectively. The band structure of Figure 1e shows that the VBM exhibits a low dispersion,
resulting in a large hole effective mass, while the CBM exhibits a high dispersion and a low
electron effective mass (0.2·me where me is the electron mass in a vacuum), which is just
slightly larger than that of the c-IGZO (0.18·me) [14,15], indicating that the amorphous state
does not severely degrade the high electron mobility in the crystal state. Note that due to
the well-known problem of the bandgap underestimation in DFT calculations, the bandgaps
of a-IGZO in previous reports are often about 1 eV, much smaller than the experimental
values near 3.2 eV [25]. This problem can now be solved using DFT + U calculation to
obtain a larger bandgap of 2.8 eV, similar to the experimental values.

IGZO also exhibits different physical and electrical properties due to different composi-
tion ratios of the metal atoms In:Ga:Zn, impacting their device performance. Table 2 shows
the metal atomic composition ratios corresponding to the best device performance from
different research groups and using different preparation processes, such as magnetron
sputtering, solution processing, and PEALD [5,23,27–32]. Generally speaking, increasing
the proportion of In atoms will increase the electron concentration and mobility but lead
to an obvious negative shift in the turn-on voltage (Von) and the threshold voltage (Vth)
and cause device stability issues. Increasing the proportion of Ga atoms will enlarge the
IGZO bandgap and reduce the electron concentration due to the stronger ionic Ga-O bond
strength (the dissociation energy of the Ga-O bond is 2.04 eV, higher than the 1.7 eV of the
In-O bond and 1.52 eV of the Zn-O bond [15]), reducing the mobility but enhancing the
device stability. Increasing the proportion of Zn atoms is beneficial for a-IGZO to maintain
uniform amorphous phases.

Table 2. The performance of a-IGZO TFTs using different preparation methods and metal atomic
composition ratios. µsat and µFE represent saturation and field-effect mobilities.

Ref Method W/L (µm/µm) Dielectric In:Ga:Zn Mobility
(cm2/V·s) SS (V/dec) Ion/Ioff Vth (V)

[23] Sputtering (100–300)/(10–50) SiO2 37:13:50 12 (µsat) – 108 3

[27] Sputtering 25/25 SiO2
2:1:2 52 (µFE) 0.25 108 1
4:1:2 74 (µFE) 0.29 108 0.2

[28] Sputtering 25/25 SiO2 3:6:2 52 (µFE) 0.25 – 1.9
[29] Solution 160/20 Al2O3 3:1:1 3 (µsat) 0.073 106 –
[30] Solution 1500/100 Al2O3 5:1:1 9 0.22 106 0.2
[31] Solution 300/30 HfO2 9:1:2 86 (µFE) 0.14 – −0.3
[5] PEALD 40/20 SiO2 23:14:8 74 (µsat) 0.26 109 −1.3

[32] PEALD 40/20 SiO2
5:3:1 24 (µsat) 0.29 108 0.5

64:15:22 44 (µsat) 0.25 109 −1.1

The quality of a-IGZO film also depends on the preparation technology to a great
extent. Hosono et al. [19] used a pulsed laser deposition to prepare IGZO thin films
and found that the films remained amorphous in a large compositional range. Hong
et al. [32] used the PEALD technique to deposit IGZO films and precisely controlled the
chemical compositions by adjusting the deposition cycle numbers of In2O3, Ga2O3, and
ZnO layers. They obtained a larger crystallization range, as shown in Figure 2, by studying
the performance of bottom-gate and top-contact IGZO TFTs. In the Zn-rich and In-rich
regions, a hexagonal-ZnO (100) and a cubic-bixbyite In2O3 crystal structure appeared, as
shown by the red and light green colors. As the In component increasing further, the IGZO
even showed a polycrystalline structure, as shown by the dark green color. The reason may
be related to the PEALD, which can provide enough reaction energy to anneal the structure
during the deposition of IGZO thin films. At the same time, thick metal oxide layers with
large compositional ratios are also beneficial to the growth of crystal structures.
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1.3. Defects

Due to their excellent characteristics, such as high mobility and conductive current,
low leakage current and operating voltage, and good uniformity, a-IGZO TFTs exhibit a
broad application prospect in the display domain and can be used as high-performance
driver devices for liquid crystal display (LCD) or OLED pixels. However, there are still
many scientific problems with the commercialization of a-IGZO TFTs, and the first one is the
instability issue, which seriously threatens their performance reliability. The primary cause
of the instability problem is the intrinsic defects in the a-IGZO channel or channel/gate
interface, which can trap or release carriers under different stress conditions. The trapped
or released carriers can change the charge distribution and the band structure of the a-IGZO
TFT, resulting in shifts to important properties such as Vth, SS, and current on-to-off ratio
(Ion/Ioff). The instability issue of a-IGZO TFTs can be classified according to four stress
conditions: positive bias stress (PBS), negative bias stress (NBS), positive bias temperature
stress (PBTS), and negative bias illumination stress (NBIS). Generally, PBS and PBTS will
increase shallow acceptor states in the channel layer or capture electrons at the channel/gate
interface, resulting in a positive shift in Vth, while NBS and NBIS will increase shallow
donor states in the channel layer or capture holes at the channel/gate interface, resulting in
a negative shift in Vth. Therefore, to improve the stability of a-IGZO TFT, the first target is
to suppress the shallow trap state generation and the subsequent Vth shifts.

Several studies have investigated the defects in a-IGZO using experimental and
theoretical methods. Figure 3 summarizes the defect states of a-IGZO that have been
reported so far. It can clearly be seen that the a-IGZO shallow donor level is mainly located
at 0.1 to 0.13 eV below the CBM. Additionally, two deeper trap state regions at 0.2 and 0.3 eV
from the CBM have also been detected from different manufacturing processes. These
two state groups can be effectively eliminated or passivated by annealing at a temperature
>300 ◦C and by hydrogen (H) doping, respectively. From the VBM to the mid-gap, a-
IGZO exhibits a large trap state density and scope (~1020 cm−3 and EV + 1.5 eV), which
was observed by hard X-ray photoelectron spectroscopy using a synchrotron radiation
facility [33]. These states have no effect on the TFT characteristics under the normal
operation mode because they are far below the Fermi level. However, they can cause
degradation to the device’s performance under NBIS. Moreover, due to the existence of
such a large density of trap states, the leakage currents of a-IGZO TFTs will be enlarged, and
the Fermi level cannot be pushed downwards under negative Vgs, impeding the opening
of p-channel devices. Several hypotheses have been proposed for the origin of this density
of states, such as oxygen (O) vacancies with voids, weakly bonded O, undercoordinated O,
formation of -OH, and the existence of H.
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1.3.1. Oxygen Vacancy

An O vacancy (VO) is the most prevalent and influential point defect in a-IGZO. It is
the primary source of electronic carriers. By precisely controlling the O partial pressure
during the sputtering preparation process, the concentration of VO in a-IGZO can be
effectively regulated [34]. In an O-deficient deposition environment, the generation of VO
is favored, thereby increasing the concentration of electronic carriers and improving the
conductivity of the device. Additionally, the O content in the post-annealing treatment
also affects the electron concentrations of a-IGZO thin films [35]. Studies have shown that
post-annealing in O2 or air atmospheres can lead to a reduction in VO, which in turn lowers
the concentration of electronic carriers. Conversely, post-annealing in a vacuum or nitrogen
(N) atmosphere can maintain the concentration while improving the positive bias stability
of the corresponding devices.

To investigate the VO-induced structural evolution and the subsequent impacts on
device performance, many researchers have employed DFT calculations [13,15,16,36–46].
To construct a realistic a-IGZO model with VO, two steps are usually involved: (1) a
stoichiometric a-IGZO model is generated by the melt-quench method, which employs an
MD simulation tool to simulate the rapid cooling process of a-IGZO deposition, and (2) the
VO is introduced in the a-IGZO model either by directly removing O atoms or by removing
O atoms and a subsequent MD melting step in order to eliminate local stresses [16]. The
former preserves the local structures of VO and simulates the annealing of a stoichiometric
thin film in an O-deficient atmosphere. The latter allows VO to be distributed uniformly
in the model and simulates the growth of a stoichiometric thin film in an O-deficient
environment. Depending on the method of introducing VO, atom number in the model,
and charge state of VO, DFT calculations reveal three main microstructures of VO in a-
IGZO: (1) simply forming a vacancy with dangling bonds [13,41]; (2) forming metal-metal
(M-M) bonds by neighboring cations as shown in Figure 4 [13,36,38,41]; and (3) forming
under-coordinated cations with reduced coordination numbers [39,42].

Using the two methods mentioned above to construct a-IGZO models containing VO,
many research groups have reported the appearance and disappearance of M-M bonds,
with different proportions. Noh et al. [13] found that in their model, most of the metal
atoms (87.9%) around the VO would relax inward to form M-M bonds, while a small part
of the metal atoms (12.1%) would relax outward to form larger voids. De Jamblinne De
Meux et al. [36] obtained the opposite result in their models, as most of the cases (55%)
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did not form M-M bonds. They attributed this phenomenon to the exaggerated defect
densities caused by the finite supercell sizes, since the formation of M-M bonds would
cause large position relaxations until the atoms were far away from the defects, which
already exceeded the supercell sizes. In addition, the differences among the study results
may also be related to the electron concentrations of the systems. When one O atom is
removed from the stoichiometric a-IGZO model, two delocalized electrons will be added to
the conduction band, and the metal atoms with dangling bonds may bond with each other,
forming M-M bonds, capturing the two delocalized electrons and generating localized
states in the bandgap. Therefore, the charge state of the system can affect the formation
of M-M bonds. For the positively charged a-IGZO system, there is almost no M-M bond.
Conversely, M-M bonds may be formed (62.5%) when electrons are added to the O-deficient
system [16]. Noh et al. [13] and De Jamblinne De Meux et al. [36] used amorphous structures
containing 84 and 105 atoms, respectively. Thus, the model with less atoms would have
a higher delocalized electron concentration after removing one O atom, which would be
more beneficial to the formation of M-M bonds.
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coordinated In (In*) by adding two electrons to the perfect a-IGZO. (c) Formation of the In*-M bonds
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formation of the In*-M bond. (a) Reprinted from [38], Copyright (2018) by American Physical Society.
(b) Reprinted from [41], Copyright (2010) by American Institute of Physics. (c,d) Reprinted from [42],
Copyright (2014) by Nature Publishing Group.

The formation of M-M bonds will affect the electronic structure of a-IGZO, especially
the subgap states [15]. The dissociation and recovery of M-M bonds will also lead to the
instability of the electrical properties in a-IGZO. The formation of M-M bonds will create a
localized state occupied by charges in the bandgap, and the dissociation of M-M bonds will
release the charges to the conduction band. Due to different research methods and atomic
system sizes, the positions of subgap states formed by the M-M bonds at the bandgap
reported by research groups are also different. Some groups reported subgap states in
a-IGZO located between the VBM and the lower part of the bandgap [13,37,38]. However,
other groups believed that M-M bonds would form subgap states near the CBM [16].
Subgap states in a wide energy range induced by M-M bonds may be possible because of
amorphous IGZO structures. On the other hand, they may also be affected by the image
interactions between periodic supercells in the DFT calculations, which are well known
to underestimate bandgaps without DFT + U correction. Han et al. [39] observed that as
the number of atoms in a-IGZO systems increased, the subgap states produced by M-M
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bonds in the DFT calculations tended to moved towards the VBM. Table 3 summarizes the
positions of the subgap states reported by different groups and the calculated bandgaps
of their a-IGZO model. The subgap states exhibit a wide distribution energetically, but
they are generally located close to the midgap. Besides, the voids and under-coordinated
cations caused by VO do not tend to form localized states in the bandgap, or they just form
localized states near the CBM, acting as shallow donors.

Table 3. Trap level positions from VBM induced by M-M bonds, bandgaps, formation energies, and
atom numbers of the a-IGZO models in theoretical works.

Ref Trap Level
Position (eV) Bandgap (eV) Formation

Energy (eV) Atom Number

[15] 0.28–0.73 1.4 3.9–5 84
[13] 1.64 3.1 3–5.8 84
[16] 1.36–2.45 2.7 3.4–5 84
[42] 1 2.5 – 112

[39]
1.14 2 – 336
1.51 3.1 – 168

[36] 0.89–2 2.5 – 105
[38] 0.75–1.55 2.9 0.7–5.2 490
[37] 0.8–1.2 2.9 – 112

After the formation of M-M bonds, the injection of two holes into the system can
break the bonds, accompanied by significant structural relaxation. Therefore, by applying
a negative gate voltage to the system, such as the NBS or NBIS, the Fermi level can be
lowered to the vicinity of VBM, promoting the dissociation of the M-M bonds. Upon
completion of structural relaxation following bond dissociation, researchers have suggested
that M-M bonds would remain unrecovered, even if the two electrons were reinjected,
since the energy after the M-M bond was broken would be lower than that of the existence
of the M-M bond [38]. Then, no localized state would appear in the bandgap of a-IGZO,
and the reinjected electrons would exhibit a delocalized behavior in the conduction band.
However, previous studies have already proposed the possibility of M-M bond recov-
ery. Ryu et al. [41] carried out an annealing study of VO at temperatures ranging from
200–400 ◦C through ab initio MD simulations. The results indicated that during the anneal-
ing process, some ionized VO can regain electrons and form M-M bonds, while others tend
to diffuse towards In atoms. This means that the recovery of M-M bonds at VO positions
may encounter potential barriers, which will increase alongside the decreasing of electron
concentrations. This conclusion is supported by Nahm and Kim et al. [42], who studied the
mechanism of M-M bond formation by injecting electrons into a perfect a-IGZO crystal cell.
As shown in Figure 4d, their study showed that when two electrons are injected into the
crystal, an M-M bond can be formed after crossing a 0.49 eV energy barrier, and this barrier
will be further reduced along with the number of injected electrons. In the case of a-IGZO
containing VO, we infer that the energy barrier can also be obviously reduced, and thus,
the dissociation and recovery of M-M bonds are reversible processes.

Yao et al. [47] examined the influence of O content on the electrical properties and
light sensitivity of a-IGZO TFTs. This study revealed that in O-poor environments, the Vth
experiences a negative shift due to the increased VO. The shift is intensified when subjected
to light, given that the presence of VO is associated with elevated electron densities, which
in turn induces a negative Vth shift. In contrast, the increase in electron density boosts
the M-M bond formation, which can offset the excessive electrons induced by VO and
thereby alleviate the Vth shift. However, when exposed to light, the M-M bonds are prone
to dissociation, releasing additional electrons. On the other hand, lights can also stimulate
electrons from the VB to the CB. These dual actions result in a pronounced increase in
electron density and a subsequent enhanced negative Vth shift. Furthermore, Kim et al. [48]
reported a resistance switching effect in a-IGZO, and they believed that the O partial
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pressure during deposition played the decisive role in controlling the electrical properties
of their TFTs, which was related to the bistable nature of VO.

In summary, VO plays a crucial role in a-IGZO because it is the primary source of
electronic carriers, acting as donors. However, as the electron concentration increases,
the formation of M-M bonds becomes possible. M-M bonds are electron capture centers,
thereby compensating the extra electrons introduced by VO.

1.3.2. Oxygen Interstitial

An interstitial O atom (Oi) is another common defect in a-IGZO, which is introduced
by foreign O atom invading. These extra O atoms can simultaneously bond to a host O atom
and nearby metal atoms in a-IGZO, forming peroxide defects (O-O bonds) [49]. An invading
O atom will capture two electrons, while the transformation to an O-O bond will release
the electrons again, indicating that the O-O bonds are hole capture centers and can act as
shallow acceptors in a-IGZO [38]. Similar to M-M bonds, Oi is not essential for the O-O
bonds because the bonds are also significantly affected by charge states. Simulation results
have shown that the normal disorder state (without O-O bond) is stable in stoichiometric
a-IGZO, while a peroxide state (O-O bond) will generate after the injection of two holes [50].
Figure 5b shows the local structure between the disorder state and peroxide state, while
Figure 5c shows the energy curves for the neutral and charged states. Under the neutral
charge condition, a 1.25 eV energy barrier should be crossed before forming a metastable O-
O bond. After two holes are injected, the energy of the normal disorder state increases and
exceeds the peroxide state by 0.88 eV, resulting in a small energy barrier of only 0.26 eV to
form a stable O-O bond but a large barrier of 1.14 eV to break it. Conversely, if two electrons
and Oi are added to the stoichiometric a-IGZO at the same time, the relatively independent
Oi

2− defect is preferred, and an high energy barrier of 3.28 eV is needed to transform it
into the O-O bond [49]. The energy barrier of breaking the O-O bond is only 0.83 eV in
the electron injection condition, in good agreement with the measured values of 0.88 and
0.95 eV from as-grown and annealed samples. Besides, this bond breaking barrier also
depends on the type of metal atoms nearby, among which the value may be the largest
if the surrounded ions are In due to In-O having the weakest bond strength. The above
analyses indicate that forming or breaking an O-O bond is decided by the charge state of
the a-IGZO system to a great extent. Hole injection could induce O-O bonds, while electron
injection could eliminate them, regardless of whether the system contains Oi or not.
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O-O bonds formed in a-InGaZnO4. These configurations include the disordered state (DS), transition
state (TS), and peroxide state (PS) in the neutral condition, along with their corresponding +2 charged
states DS*, TS*, and PS*. (c) Energy barriers associated with the formation and dissociation of the
O-O bond calculated by DFT in both neutral (blue curve) and charged (red curve) states. (d) DOS for
a-InGaZnO4 under different conditions. The O-O bond is formed by the introduction of Oi. (e) Band
structure diagrams showing the instability caused by Oi under PBS. (a–d) Reprinted from [38,49],
Copyright (2015, 2018) by American Physical Society. (b,c) Reprinted from [50], Copyright (2012)
by WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim. (e) Reprinted from [51], Copyright (2017)
by IEEE.

Figure 5a shows the positions of the bonding and antibonding states of the O-O bond,
which are similar to those of O2 molecules. The bonding orbitals ppσ, ppπ(1), and ppπ(2)
are in the deep valence band, while the antibonding orbitals ppπ*(1), ppπ*(2), and ppσ* are
located near the tail of the valence band or in the conduction band. When two electrons are
injected into the system, they will occupy the ppσ* state and weaken the O-O bond. As the
bond is broken, the electrons will accumulate at Oi and form defect states like the p orbital
states of an isolated O2− atom, turning the ppσ* state into a new nonbonding defect state
near the valence band tail [49]. Note that this nonbonding defect state will possess lower
energies when the nearby metal atoms of Oi are Ga [49]. This is consistent with the X-ray
photoelectron spectroscopy (XPS) experimental results, which reported that the band tail
of a-IGZO increased with the O concentration [52]. The DOS plot in Figure 5d also shows
similar results and indicates that the O-O bond breaking caused a more extended band tail.

From the above introduction, Oi defects can act as either the electron donors or
acceptors depending on the state conversion between the O-O bond and the Oi

2− (bistable
state) by applying bias stress or photoexcitation. This state conversion is usually reversible,
with moderate energy barriers in between, which lead to the device’s instability. A study by
Ide et al. [53] revealed that a-IGZO TFTs with excessive O atoms due to post-O3 annealing
at 300 ◦C could demonstrate bistable transfer characteristics. In the absence of gate bias
stress, the SS of the TFTs degraded relative to those annealed at lower temperatures. When
a gate bias of 40 V was applied, the transfer characteristic curves all shifted positively,
increasing the Vth and improving the SS. They attributed the variations to the Oi being
switched from an M-O weak bonding state to an M-O− strong bonding state caused by the
negative-U effect and the injected electrons. This switching pushed the Oi-induced trap
states downwards to the valence band tail and improved the SS property. In our opinion,
the bistable state introduced above can also be used to explain the device performance
variations. The improved SS remained stable for at least 12 h without light exposure, but
could be reversed to the original degraded value upon rapid illumination. The photon
energy needed for this recovery exceeded 2.3 eV. This phenomenon was also supported
by the experimental results of relevant researchers, as shown in Figure 5e [51,54,55]. For
example, Choi et al. [54] also observed PBS and NBIS instabilities at their self-aligned-top-
gate coplanar IGZO TFTs fabricated in an O-rich environment. They reported an increase
in the density of subgap states at EV + 1 eV by Oi, consistent with the speculation of [53],
but SS degradation was not observed. Jeong et al. [55] also noted PBS instability caused by
excessive O, but they claimed that NBIS stability was reinforced, contradicting [54].

1.3.3. Hydrogen Interstitial

H is the most common foreign impurity in a-IGZO thin films, and it is most likely to be
introduced from the ambient H2O and H2 during the deposition process. The concentration
of H impurities can be as high as 1020 cm−3, and they can exist in two different forms:
positively or negatively charged H+ and H− [56]. The ratio of H+ to H− is about 2:1 [57], and
their presence can be detected by infrared absorption spectroscopy, which shows distinct
peaks for each type and obtains the corresponding concentrations from the absorption
coefficients [56]. H impurities can affect the electronic properties of a-IGZO by forming
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different types of bonds. When they bond with O atoms, such as the ones coordinated
with an In and two Zn atoms [15], they form a hydroxyl group (O-H) and become H+,
acting as a donor impurity and increasing the electron concentration and conductivity of
a-IGZO [15,58]. This reaction is favored in the O-rich environment [59]. On the other hand,
H can also bond with metal atoms to form M-H bonds and become H−. This requires
either doping H into VO or having negative charges in the system [38]. Generally, in a
system with multiple H impurities, some of them may form O-H bonds, while others may
form M-H bonds consistent with the experimental observation of both H+ and H− states
in a-IGZO, but more studies should be carried out to further understand their roles in
device performance.

Usually, bonding with H atoms can reduce system energies. Therefore, if there is no
defect level in the bandgap before H doping, the formation of O-H or M-H bonds will
not create subgap states, except for some accidental band tail states near 0.4 eV above
the VBM generated by the formation of O-H bonds, which cause the deformation of O-M
bonds [60,61]. If there is a defect level in the bandgap, such as the VO-induced In-Zn
defect at 1.1 eV above the VBM, the formation of M-H bonds will lower the defect level
to 0.4 eV above the VBM, as shown in Figure 6a,b [56]. Moreover, H is able to reduce
the diffusion barrier of O in experiments, which is beneficial to VO repairing during the
annealing process in an O2 atmosphere [62]. To some extent, H impurities can be used to
restrain the trap effects induced by other defects in a-IGZO.
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positions and induced subgap states. Ht and Hd in (a) refer to H atoms that are triple-coordinated and
double-coordinated. The blue arrow in (b) denotes the threshold photon energy (Eth, NBIS) associated
with the NBIS phenomenon. (c) Schematic illustration of the integrated peak areas corresponding to
the M-H and O-H vibrational modes in a-IGZO films, as determined by the TDS. (d) Diagram of H
distributions in a-IGZO TFTs during PBTI and NBS. During PBTI, H+ are formed in HfO2 and moved
to the channel, increasing carrier densities. Under NBS, H+ returns to HfO2 or changes to H− in the
channel. Both H states lead to negative ∆Vth. (a–c) Reprinted from [56], Copyright (2017) by AIP
Publishing. (d) Reprinted from [63], Copyright (2024) by IEEE.

Intuitively, O-H bonds should be more stable than M-H bonds. However, the opposite
has been found in experiments. As stated above, the formation of an M-H bond requires
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the presence of at least one free electron or VO in the a-IGZO model. When one free electron
is assumed, the O-H bond will possess an energy which is 0.7 eV lower than the M-H bond,
but the M-H to O-H transformation barrier is 1.63 eV [38]. When the M-H is assumed to be
generated at a VO position, a barrier of 1.85 eV should be crossed to move the H atom to
the nearest O atoms and produce an O-H bond [43]. In both assumptions, the barriers to
break an M-H bond are high. Conversely, the barrier of a H atom migrating from an O site
to another O site nearby is only 0.16 eV, implying that the diffusion of H atoms through O
positions is much easier than through metal atom positions [64]. Noh et al. [65] obtained
similar results with a dissociation energy of an M-H bond of 1.27 eV and a migration barrier
of an O-H bond of 0.51 eV. This speculation can be verified by the infrared absorption
spectra of the two bond types [56]. From the absorption peak calculations, the concentration
variations of O-H and M-H bonds along annealing temperature is plotted in Figure 6c.
When the temperature exceeds 600 ◦C, most of the O-H bonds are broken, while the M-H
defects remain at a relatively high concentration.

The bistable behaviors of H atoms are often observed in metal oxide semiconduc-
tors [66]. In a-IGZO, the presence of O-H and M-H bonds can generate bistable behaviors
that vary with the electron density and Vgs. At low VO and H concentrations, H atoms
predominantly exhibit the H+ state [67], resulting in the formation of O-H bonds, thereby
serving as donors and enhancing the material’s electrical conductivity. Reversely, at high
VO and H concentrations, H atoms are more likely to be found in the H− state, either
filling VO sites or forming M-H bonds with neighboring metal atoms [47]. This process in
turn serves to neutralize excessive electrons. Liu et al. [63] further assessed the stress and
recovery performance of a-IGZO FETs by considering the oxide layers as H impurity donors
and acceptors. As shown in Figure 6d, they verified the presence of H impurities in dual
charge states, and in both states, they could induce negative Vth shifts and increase channel
carrier concentrations [63,68]. Moreover, H concentrations also influence the structures
of a-IGZO, as films with insufficient H impurities generate significant structural stresses,
reducing the structural density and causing instability issues [69]. Therefore, proper H
levels are indispensable to optimize the a-IGZO matrix [69]. However, an excessive H
concentration can increase the electron density, leading to a negative shift in the Vth and
impacting device stability during the process of H desorption [70].

In summary, H impurities can be used to passivate the defect-induced trap states in
a-IGZO bandgaps and release strains. Their most stable position is VO, and they can be
eliminated by migrations via O atoms in the annealing process.

1.3.4. Defects’ Impacts on Device Performance

Defects can significantly impact a-IGZO device performance, affecting parameters
such as carrier mobility, Vth, SS, and overall stability. Next, these properties are discussed
in the presence of various stress conditions.

The positive bias stress instability (PBS instability) in a-IGZO TFTs manifests as a
discernible shift in the transfer characteristic curve accompanied by an extended recovery
time after the stress. In detail, the Vth experiences a positive shift, while the SS usually
remains unaffected [71]. The PBS instability is notably influenced by illumination, and
exposure to light during the PBS can obviously relieve the Vth increase. For an example,
Toledo et al. [72] found that once a positive ∆Vth was established, it might require up to 24 h
to recover the initial state in the absence of light, while the recovery time was drastically
reduced to approximately 2 h with illumination. As shown in Figure 7a, a similar device
recovery behavior was reported in [71]. The underlying cause of PBS instability in a-IGZO
TFTs is believed to stem from electron trapping at the channel, oxide layer, or their interface.
By empirical fitting of the stretched-exponential equation describing the Vth shift, Chen
et al. [71] revealed that the potential barrier for electron trapping was approximately 0.38 eV,
and for electron excitation during the Vth recovery phase, it was around 0.23 eV. This small
recovery barrier elucidates that the trapped electrons can be released by illumination.
Indeed, illumination serves to excite electrons, shifting the transfer characteristic curve
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negatively, even in the absence of a gate bias, thereby counteracting the positive Vth shift
induced by the PBS [71,72]. Another investigation identified larger values for the formation
and recovery barriers of the PBS instability of 0.95 and 0.97 eV [73]. From the studies
of these energy barriers, the PBS instability is associated with the genesis and migration
of defects, such as the VO. As the temperature increases, the PBS instability in a-IGZO
TFTs is aggravated, which is clearly shown in Figure 7b, although the Vth recovery is also
accelerated [73]. It has been observed that under identical PBS conditions, the a-IGZO
film with a higher O content displays a more serious Vth shift and SS degradation [51,53].
In Figure 7d, the as-fabricated a-IGZO demonstrates a performance degradation trend
under PBS, which intensifies with the increase in the O ratio. However, once the internal
defects are reduced through annealing and passivation processes, there is a significant
improvement in the Vth drift under PBS conditions [74]. Collectively, these findings suggest
that the PBS instability in a-IGZO TFTs is likely correlated with both the VO and Oi defects.
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variations under NBIS. The inset shows the time response within 1 s. (f) Transfer characteristic curves
of a-IGZO TFTs under NBIS. Notably, the Vth exhibits a two-stage degradation pattern. Initially, there
is a positive shift, followed by a negative shift as the stress continues to increase. (a,b) Reprinted
from [71,73], Copyright (2010 and 2011) by AIP Publishing. (c–f) Reprinted from [75], [74,76,77],
Copyright (2011, 2018, 2019, and 2024) by IEEE.

In a-IGZO TFTs, the negative bias stress instability (NBS instability) is a negative shift
phenomenon in the transfer characteristic curves when negative bias stresses are applied,
and the shift becomes larger as the temperature increases, as shown in the Figure 7c [75].
This instability can typically be related to the hole traps in the gate oxide layer, the a-
IGZO film, and their interface. Studies have shown that with an increase in O content,
the NBS stability of post-deposition a-IGZO films can be significantly improved, while
the corresponding PBS instability is aggravated [74]. The improvement can be explained
by the passivation of VO in the a-IGZO channel. When negative Vg is applied, the M-M
bonds due to VO defects become unstable as the Fermi level moves downward, until they
break and form ionized VO

2+ defects. These VO
2+ defects accumulate at the oxide/a-IGZO

interface, leading to the NBS instability of a-IGZO TFTs. Additionally, the capture of holes
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by Oi to form O-O bonds may also be a source of the instability, but it can be ruled out due
to the experimentally reported fast Vth recovery time on the same order of the stressing
time. If the Vth shift is caused by the formation of O-O bonds, it is impossible to recovery
so quickly [38].

In a-IGZO TFTs, negative bias illumination stress instability (NBIS instability) is
another commonly discussed problem, especially when used in display backplane driving
circuits, since the light of display pixels can be naturally regarded as the illumination stress.
Figure 7e illustrates the more serious deterioration in NBIS stability in a-IGZO TFTs as a
function of increasing light intensity and prolonged illumination time [76]. High-quality
films immune to NBS instability can still exhibit negative shifts in transfer characteristic
curves after illumination [70]. Mativenga et al. [78] showed that NBIS instability was closely
related to photo-generated holes. They found that under illumination, the concentration of
VO in the a-IGZO back channel significantly increased, while the number of M-O bonds
decreased. The increase contributes additional electrons, which should be the root cause of
the negative Vth shift. A study by Ryu et al. [41] also supported this view, suggesting that
NBIS instability is related to VO. Under the combined effects of NBIS, the electrons and
holes generated by illumination will drift away from and towards the gate oxide/a-IGZO
interface, respectively. When holes move to the interface, they are captured by nearby VO,
forming VO

2+. Once the NBIS is removed, due to the accumulated VO
2+ near the interface,

the energy bands between a-IGZO and the oxide will bend, forming a potential well and
maintaining the negative shift in Vth [41,79]. Choi et al. [54] presented an alternative
perspective. They declared that while VO contributes to NBIS instability, the primary cause
is attributed to O-O bonds formed by excessive O. These bonds induce a negative Vth shift,
as demonstrated in the subsequent reaction equation:

O2− + O2−
ex + hv → (O − Oex)

2− + 2e− (1)

To improve the device’s NBIS stability, appropriate H impurities can be added into
the film. They will form M-H bonds at the VO sites to passivate the defects [65]. However,
excessive H impurities should also be avoided, since they will be dissociated from a-IGZO
gradually and cause poor thermal stability [70]. Furthermore, as illustrated in Figure 7f,
Li et al. [77] observed a two-stage degradation behavior in a-IGZO TFTs under NBIS
conditions. Specifically, there was an initial positive shift in Vth, followed by a subsequent
negative shift. The initial positive Vth shift is believed to be induced by the residual water
present at the oxide interface of the a-IGZO TFTs channel.

1.3.5. Post-Processes

To relieve the performance degradation and instability in a-IGZO TFTs arising from
inherent defects, researchers have innovated many post-fabrication treatments, including
thermal annealing, plasma enhancement, and other advanced techniques. The strategic
application of these methods markedly improves the stability and extends the durability of
a-IGZO TFTs, paving the way for their applications in future electronics, such as superior-
quality displays, dynamic random-access memory (DRAM), and sensors.

The annealing temperature is a key parameter to promote the performance of a-IGZO
TFTs. Kim et al. [80] reported that annealing at low temperatures, such as 120 ◦C for 2 h in an
air atmosphere, could effectively reduce the trap state density and remarkably improve the
SS property from 1.613 to 0.449 V/dec. The annealing temperature was further elevated to
300 ◦C by Jallorina et al. [81], and they found that the device performance was substantially
boosted compared with annealing at 150 ◦C. The electron mobility increased from 2.36 to
13.4 cm2/V·s, and the SS reduced to 0.11 V/dec. The observations from Kikuchi et al. [82]
agreed with these findings, and they also pointed out that dry-O annealing at temperatures
above 150 ◦C could obviously enhance the performance of sputter-deposited a-IGZO
TFTs. Hanyu et al. [83] further emphasized the critical role of annealing temperature
and indicated that dry-O annealing within the range of 250–300 ◦C yielded the optimal
device performance, with the highest saturation mobility (µsat) and a Vth approaching
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0 V, as shown in Figure 8a. However, it should be noted that exceeding an annealing
temperature of 300 ◦C can lead to a decline in device performance. This deterioration
becomes more pronounced above 600 ◦C, where the crystallization of a-IGZO can induce
GB complications, as supported by Shin et al. [84]. The performance degradation observed
at annealing temperatures between 400–500 ◦C may be attributed to the desorption of
H2O, since thermal desorption spectroscopy (TDS) revealed that the desorption threshold
temperature for H2O is 400 ◦C, a temperature coinciding with the onset of performance
decline. This suggests that annealing at elevated temperatures can result in H depletion
in a-IGZO, potentially creating new electron traps. Additionally, Choi et al. [85] indicated
that for a-IGZO TFTs employing titanium (Ti) as the source/drain electrodes, annealing
temperatures exceeding 300 ◦C could cause Ti diffusion into the a-IGZO layer, leading to
the formation of TiOx and a consequent device performance degradation. In summary,
we believe that thermal oxygen annealing at less than 300 ◦C should be an effective post-
fabrication treatment to improve the electrical performance and stability of a-IGZO TFTs.
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various environments. (c) SS, µsat, normalized current (Ion, norm), and Vth of a-IGZO TFTs with and
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by AIP Publishing. (b) Reprinted from [86], Copyright (2011) by American Scientific Publishers.
(c) Reprinted from [87], Copyright (2016) by IEEE.

The choice of annealing atmosphere also significantly influences the performance of
a-IGZO TFTs. Investigations into the impacts of different annealing atmospheres on the
performance of a-IGZO TFTs, including conditions like dry-O, wet-O, O3, N2, H2, ambient
air, and a vacuum, has revealed valuable insights. Huang et al. [88] observed that annealing
at 350 ◦C within N2 and H2/N2 mixtures could improve the Vth and SS behavior but
reduce the µsat, as verified by the emergence of an additional InOx peak in XPS analyses.
Conversely, Park et al. [86] reported that annealing in N2 and vacuum environments might
increase VO, leading to an increased electron concentration and compromised switching
behavior, while O2 and air environments might be beneficial to the device’s stability. The
transfer characteristic curves of a-IGZO TFTs annealed under different atmospheres are
shown in Figure 8b. Mudgal et al. [89] highlighted the advantage of annealing in N2 at
400 ◦C. Notably, wet-O annealing outperformed dry-O annealing in promoting the device
performance, despite a potential negative shift in the transfer characteristic curve [82]. Ide
et al. [90] compared O2 and O3 annealing, concluding that low-temperature O3 annealing
at 150 ◦C is a better choice, likely owing to the enhanced oxidizing capacity and greater
diffusion constant of O atoms from O3. However, they also found potential drawbacks,
such as the device’s PBS instability following O3 annealing at 300 ◦C, possibly induced
by excessive O-related defects [53]. Given the high VO and H impurity concentrations in
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a-IGZO TFTs, a comprehensive evaluation of the annealing atmosphere is imperative to
optimize the annealing process.

Another research direction is annealing step modulation. Peng et al. [91] demonstrated
that a two-step annealing approach, consisting of pre-annealing at 200 ◦C for 1 h in air
following the deposition of the a-IGZO channel and post-annealing at 300 ◦C for 1 h after
the preparation of a passivation layer, greatly improved the SS and stability of a-IGZO
TFTs. Similarly, Jeon et al. [92] employed a two-step annealing technique to reduce the
Vth shift from 3.7 V to 1.3 V by controlling the O-H bonds at the a-IGZO/SiO2 interface.
Their method involved pre-annealing at 300 ◦C in an N2 atmosphere for 1 h, followed by
prolonged vacuum post-annealing at 250 ◦C for 10 h. The pre-annealing increased the
O-H bonds, thereby increasing the electron concentration and inducing a negative Vth
shift. The post-annealing allowed for H diffusion, which improved the device’s stability.
Moreover, microwave annealing (MWA) facilitates direct energy transfer to materials via
polar molecule vibrations, saving time and energy in the heating process. Pi et al. [93]
investigated the impact of MWA on a-IGZO TFTs and found that a-IGZO TFTs with MWA
exhibited an improvement of 57% in the SS while maintaining a high field-effect mobility
of up to 29.2 cm2/V·s and a large switching ratio >108.

In addition to annealing, plasma treatment is also an effective way to improve the
electrical performance and stability of a-IGZO TFTs, including O, H, Argon (Ar), N2O, CF4,
and CHF3 plasmas. For example, O plasma treatment at 60 W, as demonstrated by Lee
et al. [94], yielded a Vth of 0.4 V, electron mobility of 14.8 cm2/V·s, Ion/Ioff of 4.8 × 108, and
SS of 0.6 V/dec. Similarly, Abliz et al. [95] found that a simple H plasma treatment could
improve the electrical performance and reliability of a-IGZO TFTs by increasing the carrier
concentration and reducing the surface or interface defects. On the one hand, Ar plasma
treatment can weaken and break the M-O bonds near the surface of a-IGZO films, which is
beneficial to the diffusion of metallic impurities such as Ti to form TiOx and increase the
VO concentration [87]. This increase can be compensated by the energy release of Ar ion
bombardment, which repairs the ionic bonds and reduces the VO concentration in the bulk.
As depicted in Figure 8c, the application of Ar plasma treatment demonstrates a promising
trend towards device miniaturization. For devices of smaller channel lengths (L), the SS for
both those treated and not treated with Ar plasma are similar. However, devices subjected
to Ar plasma treatment exhibit a higher µsat and normalized current (Ion, norm). Although
N2O plasma treatment can reduce the VO in a-IGZO, it may also damage M-O bonds.
It is suggested that maintaining an N2O atmosphere after treatment can prevent broken
M-O bonds and device performance degradation [96]. CF4 plasma treatment, according to
Wang et al. [97], can remove impurities introduced during H2O2 etching and Mo electrode
deposition, improving PBS and NBS stabilities. Lastly, Huang et al. [98] showed that CHF3
plasma treatment could prevent moisture absorption and enhance device stability.

1.4. Application
1.4.1. Display Devices

The amorphous nature of a-IGZO allows for the fabrication of devices on flexible
substrates, opening new possibilities for the development of bendable and foldable displays
as well as other innovative electronic applications. Moreover, the material exhibits excellent
uniformity across large areas, which is crucial to produce high-resolution and large-area
display electronics. Figure 9 illustrates the various applications of IGZO reported in recent
years in the fields of flat panel, flexible, and transparent displays [99–104].

Since the first preparation of a-IGZO TFTs in 2004, a-IGZO has rapidly become a
promising material to replace the traditional a-Si:H and poly-Si used in the display field
due to its high mobility, low leakage current, good uniformity, and good stability, and thus
has received extensive attention [3]. a-IGZO TFTs are especially suitable for the backplane
channel of OLEDs because OLEDs require large drive currents, which is one of the main
advantages of a-IGZO. In addition, a-IGZO TFTs are immune to grain boundaries and
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substrate bending due to their amorphous structure, which can be used in emerging flexible
and transparent electronics with large-area, high-resolution, and high-uniformity merits.
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Figure 9. (a) An AM mini-LED tiled display utilizing IGZO TFT glass backplanes. (b) A 31.5-inch
transflective LCD with a twisted vertically aligned mode. (c) An 8-inch transparent AM micro-LED
display. (d) An 11.6-inch and 144 Hz LCD module with IGZO TFTs using a back channel etch
structure. (e) An 8-inch rollable E Ink Gallery 3 color ePaper. (f) An 8-inch AM mini-LED display.
(a–f) Reprinted from [99–104], Copyright (2019–2021 and 2023) by IEEE.

Since the preparation of a-IGZO TFTs is compatible with the traditional a-Si:H de-
position process, it only took 8 years for Sharp Corporation (Tokyo, Japan) to launch the
world’s first smartphone Aquos Phone Zeta SH-02E with a 4.9-inch IGZO-based screen in
2012. Subsequently, Sharp developed and optimized the IGZO technology and applied it to
multiple fields such as tablets, monitors, electronic paper, etc. Recently, it launched the fifth
generation of IGZO technology, which promotes electron mobility by 1.5 times compared
with the previous generation and further reduces power consumption. In November 2023,
the latest color electronic paper based on IGZO backplane technology was jointly developed
by E ink Yuan Tai Technology (Taipei, Taiwan) and Sharp. It exhibits rich and saturated
colors and contrast, comparable to that of advanced color printing papers. Other compa-
nies with commercial products related to IGZO technology include LG (Seoul, Republic of
Korea), Samsung (Suwon, Republic of Korea), Hitachi (Tokyo, Japan), Uda Optical (Kuala
Lumpur, Malaysia), Apple (Cupertino, CA, USA), etc. In 2013, LG commercialized a 55-inch
1080-resolution OLED TV based on IGZO. In 2016 and 2017, it further commercialized
the IGZO technology-based 65-inch and 77-inch 4K-resolution OLED TVs and ultra-thin
Wallpaper OLED TVs.

In addition, due to the wide bandgap and moderate manufacturing temperature of
a-IGZO, it also has broad application potential in the field of transparent and flexible
electronics. Fan et al. [101] demonstrated an 8-inch full-color Active Matrix (AM) mini-LED
transparent display with an a-IGZO TFT backplane, which has a transmittance of more than
60% and uses RGB inverted chip mini-LEDs to achieve more than 114% of the NTSC color
gamut. As early as the first preparation, the flexibility of a-IGZO was demonstrated [3].
Since then, several groups have reported the preparation of flexible display screens based
on IGZO [105]. In the field of wearable electronic devices, a-IGZO TFTs are also expected
to be widely used in health detection, medical diagnosis, and other aspects [9]. According
to statistics from Mordor Intelligence, the IGZO market value is estimated to be 2.62 billion
dollars in 2024 and is expected to reach 4.54 billion dollars by 2029, with an average annual
growth rate of 11.61%, showing a broad market prospect.
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1.4.2. DRAM

The “memory wall” is a major challenge in the current computing field, which refers
to the fact that the processor performs calculations much faster than the data can be
read by separate DRAM memory chips. This speed difference severely degrades the
performance of AI applications, which need to process large amounts of data that often
cannot be fully stored in the processor’s on-board memory, such as for facial recognition,
speech understanding, and product recommendation. To reduce the data transfer time, 3D
integration technology is an effective solution, which can stack DRAM memories closely
together with processors. However, as the DRAM size continues to shrink, maintaining the
64 ms refresh time becomes a more difficult task, which also limits its further development.
Therefore, finding a new DRAM memory structure that can achieve high-density 3D
integration, improve the retention time, and reduce the power consumption has become
a hot research topic. Among these studies, IGZO TFTs have received much attention
due to their low off-state current, high mobility, and low temperature manufacturing
process. In 2019, researchers first proposed a 2T1C (two transistors and one capacitor)
DRAM cell based on IGZO TFTs to achieve a retention time of more than 104 s [106]. In
2020, researchers further proposed a 2T0C DRAM cell based on IGZO TFTs using the gate
oxides of two transistors as capacitors to store data, achieving a retention time of more
than 400 s [107], inspiring research enthusiasm on no-capacitor DRAM cell technology
based on IGZO TFTs. The bit-cell circuit diagram of a 2T0C DRAM with a single gate is
shown in Figure 10a. After that, numerous research studies on the 2T0C DRAM have been
published [108–114].

Nanomaterials 2024, 14, x FOR PEER REVIEW 19 of 49 
 

 

3D integration, improve the retention time, and reduce the power consumption has be-
come a hot research topic. Among these studies, IGZO TFTs have received much attention 
due to their low off-state current, high mobility, and low temperature manufacturing pro-
cess. In 2019, researchers first proposed a 2T1C (two transistors and one capacitor) DRAM 
cell based on IGZO TFTs to achieve a retention time of more than 104 s [106]. In 2020, re-
searchers further proposed a 2T0C DRAM cell based on IGZO TFTs using the gate oxides 
of two transistors as capacitors to store data, achieving a retention time of more than 400 
s [107], inspiring research enthusiasm on no-capacitor DRAM cell technology based on 
IGZO TFTs. The bit-cell circuit diagram of a 2T0C DRAM with a single gate is shown in 
Figure 10a. After that, numerous research studies on the 2T0C DRAM have been pub-
lished [108–114]. 

 
Figure 10. (a) Single and (b) double gate 2T0C DRAM circuits. (c) Bit-cell structure constructed by 
the IGZO-based 4F2 2T0C CAA FET. (a,b) Reprinted from [111], Copyright (2022) by IEEE. (c) Re-
printed from [108], Copyright (2022) by IEEE. 

Liu et al. innovatively fabricated stackable vertical Channel-All-Around (CAA) IGZO 
field-effect transistors (FETs) by a back-end-of-line compatible process and the PEALD 
technique for the first time in 2021, as shown in Figure 10c. This technique is expected to 
achieve high-density 4F2 IGZO 2T0C DRAM cells and to have good thermal stability in 
the temperature range of −40 to 120 °C [108,110]. Following this idea, Lu et al. [111] pro-
posed a novel 2T0C DRAM structure based on double-gate IGZO transistors for the first 
time in 2022, as shown in Figure 10b. As the key device in memory cells, read control 
operations and data storage are accomplished separately by the two gates. There are three 
obvious advantages of this DRAM cell design: (1) it reduces the number of bit lines and 
simplifies the circuit design and layout; (2) it avoids the IR drop problem of the read word 
line and improves the reliability and stability of the cell; and 3) it facilitates the construc-
tion of large-scale arrays and enhances the capacity and performance of the memory. Ta-
ble 4 summarizes the performance of 2T0C DRAMs base on IGZO transistors reported in 
recent years. These technological breakthroughs demonstrate the huge application pro-
spect of IGZO in the storage field. 

Table 4. Performance of 2T0C DRAM units using IGZO by different research groups. 

Ref. Structure W/L (nm/nm) Ion (μA/μm) Ioff (A/μm) Retention (s) SS (mV/dec) Vth (V) 
[107] Single gate 70/45 0.2 3 × 10−19 >400 – −0.4 
[108] CAA – 30 2 × 10−7 300 230 −3.5 
[109] Single gate 180/50 4 <10−19 >1000 – 0 
[110] CAA – 33 4 × 10−19 – 92 −0.2 
[111] Double gate 220/14 1500 – >300 77 – 

Figure 10. (a) Single and (b) double gate 2T0C DRAM circuits. (c) Bit-cell structure constructed by the
IGZO-based 4F2 2T0C CAA FET. (a,b) Reprinted from [111], Copyright (2022) by IEEE. (c) Reprinted
from [108], Copyright (2022) by IEEE.

Liu et al. innovatively fabricated stackable vertical Channel-All-Around (CAA) IGZO
field-effect transistors (FETs) by a back-end-of-line compatible process and the PEALD
technique for the first time in 2021, as shown in Figure 10c. This technique is expected to
achieve high-density 4F2 IGZO 2T0C DRAM cells and to have good thermal stability in the
temperature range of −40 to 120 ◦C [108,110]. Following this idea, Lu et al. [111] proposed
a novel 2T0C DRAM structure based on double-gate IGZO transistors for the first time in
2022, as shown in Figure 10b. As the key device in memory cells, read control operations
and data storage are accomplished separately by the two gates. There are three obvious
advantages of this DRAM cell design: (1) it reduces the number of bit lines and simplifies
the circuit design and layout; (2) it avoids the IR drop problem of the read word line and
improves the reliability and stability of the cell; and (3) it facilitates the construction of
large-scale arrays and enhances the capacity and performance of the memory. Table 4
summarizes the performance of 2T0C DRAMs base on IGZO transistors reported in recent
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years. These technological breakthroughs demonstrate the huge application prospect of
IGZO in the storage field.

Table 4. Performance of 2T0C DRAM units using IGZO by different research groups.

Ref. Structure W/L
(nm/nm) Ion (µA/µm) Ioff (A/µm) Retention (s) SS (mV/dec) Vth (V)

[107] Single gate 70/45 0.2 3 × 10−19 >400 – −0.4
[108] CAA – 30 2 × 10−7 300 230 −3.5
[109] Single gate 180/50 4 <10−19 >1000 – 0
[110] CAA – 33 4 × 10−19 – 92 −0.2
[111] Double gate 220/14 1500 – >300 77 –
[112] Single gate – 24 6 × 10−20 >10,000 – 1.2

2. SiC
2.1. Introduction

Semiconductors with strictly ordered crystal structures, such as silicon carbide (SiC),
exhibit advantages in carrier mobility, thermal conductivity, and high-temperature stability
due to their highly regular atomic arrangements and periodic lattice structures. Among
wide bandgap semiconductors, SiC stands out as a leading material, offering exceptional
potential across various industries thanks to its unique physical properties, which con-
tribute to a high breakdown electric field, excellent thermal conductivity, superior carrier
mobility, and exceptional radiation resistance.

Compared to gallium nitride (GaN), which possesses a high electron mobility and
a distinct advantage in high-frequency, low-power applications [115], SiC succeeds in
electric field breakdown, enabling it to withstand higher voltages—a critical feature for
power electronics. Additionally, SiC’s superior thermal conductivity enhances heat dis-
sipations in high-power devices, ensuring reliable performance even under demanding
conditions. Furthermore, SiC’s unique defect structures present considerable promise in
the realm of quantum computing. These defects can function as qubits, essential for the
advancement of quantum devices, thereby broadening SiC’s application horizons beyond
conventional electronics.

In comparison, the development of ultra-wide bandgap semiconductors like gallium
oxide (Ga2O3) and aluminum nitride (AlN), which possess bandgaps of 4.9 eV and 6.2 eV
and offer superior power densities and lower energy losses, is significantly hindered by
a lack of effective p-type doping [116–118]. This limitation confines their commercial ap-
plications. On the other hand, SiC has already demonstrated substantial advantages in
practical, large-scale preparations. SiC-based power semiconductor technology is increas-
ingly emerging as a foundational pillar in key sectors such as electric vehicles, fast-charging
infrastructure, telecommunications base stations, data center power systems, ultra-high
voltage transmission networks, and rail transit systems. These advancements highlight
SiC’s pivotal role in the future of semiconductor innovation, underscoring its growing
significance within the ever-evolving electronics industry.

2.2. Physical Properties

SiC is a semiconductor material composed of silicon (Si) and carbon (C) atoms. Each
atom possesses four valence electrons and generates covalent bonds with four neighboring
atoms via sp3; hybridization to form a tetrahedral lattice. SiC is notable for its extensive
polymorphs, which include more than 250 distinct variants. These polymorphs emerge from
the stacking sequences of atomic layers, with common forms being 2H-SiC, 3C-SiC, 4H-SiC,
6H-SiC, 15R-SiC, and 21R-SiC [119–123]. According to Ramsdell’s notation, polymorphs are
labeled as nX, where ‘n’ indicates the count of SiC bilayers in the stack and ‘X’ signifies the
Bravais lattice type—cubic (C), hexagonal (H), or rhombohedral (R). For example, 4H-SiC
is a hexagonal SiC composed of a repeated stacking order of ABCB. Typically, 3C-SiC is
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referred to as β-SiC and is widely used in nanomaterials [124], while others are referred to
as α-SiC [123]. The stacking sequences of the 3C-, 4H-, and 6H-SiC are shown in Figure 11.
In general, crystals with strong covalent bonds crystallize into sphalerite structures, while
crystals with strong ionic bonds are more stable with wurtzite structures. The polytypic
phenomenon of SiC may be related to its characteristic of intermediate ionic bond [125].
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The stacking variations in SiC result in lattice site disparities. Sites surrounded by
a hexagonal arrangement are identified as hexagonal lattice points, and those within a
cubic arrangement are known as cubic lattice points, marked with ‘h’ and ‘k’, respectively.
The impact of doping and point defects varies depending on their position within the
lattice structure.

The thermal stability of SiC polymorphs and their tendency for crystal nucleation
are temperature-dependent [126]. High temperatures destabilize 3C-SiC and 2H-SiC and
complicate the growth of large crystals. Research indicates that during vapor phase growth,
3C-SiC undergoes a transformation into the 6H-SiC crystal structure at temperatures
exceeding 1900 ◦C [127]. Theoretical calculations also show that 4H-SiC is more stable
than 3C-SiC without considering the temperature effect [128], and this conclusion can be
overturned only at the Si-terminated surface condition. Therefore, 4H-SiC and 6H-SiC
are more prevalent and widely researched. SiC polymorphs share similar mechanical
properties, such as a Mohs hardness of roughly 9 and a Young’s modulus ranging from
330 GPa to 700 GPa, depending on the measurement technique used [129,130].

Despite the similar mechanical properties, SiC polymorphs exhibit distinct electronic
band structures, leading to unique optical and electrical properties [119,123,131]. The
experimental bandgap values of 3C-SiC, 4H-SiC, and 6H-SiC are 2.4, 3.29, and 3.1 eV,
respectively [122]. Figure 12 illustrates the computed band diagrams utilizing the first-
principles DFT method with a hybrid functional correction to overcome the bandgap
underestimation. It can be observed that these SiC polytypes all exhibit indirect bandgaps.
VBM is consistently situated at the Γ point, while CBM is located at the X point in 3C-SiC
and M point in 4H-SiC and 6H-SiC.

From the above analyses, 4H-SiC stands out due to its excellent mechanical and physi-
cal properties for high-performance electrical applications. It has a high electron mobility,
which allows for faster switching speeds and improved efficiency in electronic devices. This
is crucial for high-frequency and high-power applications. Additionally, it also exhibits a
high breakdown voltage, making it an ideal material for power electronics. Moreover, 4H-
SiC is less prone to leakage currents at high temperatures due to its wide bandgap, which is
essential for power devices that operate under extreme conditions. Finally, 4-inch to 6-inch
4H-SiC wafers have been mass-produced, and small-scale production of 8-inch wafers
started in 2021, demonstrating the commercial viability and scalability of this material for
industrial applications [132].
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2.3. Defects

The material quality and device performance of 4H-SiC are severely affected by its
internal micro-defects. Therefore, it is crucial to investigate the formation mechanisms,
identification techniques, and impacts on electrical performance of micro-defects in order
to enhance the quality and functionality of 4H-SiC materials and devices. The defects in
4H-SiC mainly include two categories: intrinsic defects and impurities. Intrinsic defects
refer to the defects caused by the incompleteness of the lattice structure, such as vacancies,
interstitials, antisites, dislocations, etc. This article mainly focuses on point defects and does
not involve dislocations. Intrinsic defects can be generated in the growth, ion implantation,
irradiation, and other processes of 4H-SiC and can also be reduced or eliminated by thermal
annealing and other methods. A C vacancy (VC) is the most common intrinsic defect in
4H-SiC, which can act as a carrier trap, increasing the leakage current and reducing the
minority carrier lifetime and device efficiency and reliability. Impurities refer to the defects
caused by the incorporation of foreign atoms or molecules, such as N, aluminum (Al),
vanadium (V), and boron (B), which can be introduced by doping, diffusion, and adsorption.
Intentional doping, such as with N or Al, will change the carrier concentration in 4H-SiC,
forming n-type or p-type semiconductors and thereby adjusting the conductivity of the
material. Unintentional impurities are often related to the growth environment, such as
H and O caused by an impure vacuum environment. In addition, intrinsic defects or
impurities may form complexes with each other, such as C clusters (formed by interstitial
C atoms gathering), VC-VSi (VV), VC-Csi (CAV) [133], NC-VSi (named the NV center and
which is famously in diamonds) [134], etc., which further affects the electrical performance
of 4H-SiC devices. The existence of intrinsic defects and impurities introduces deep levels,
which affects the carrier transport, recombination, and capture processes, thereby changing
the conductivity, carrier lifetime, mobility, radiation resistance, and other properties. On
the other hand, defects such as the divacancy, CAV, and NV exhibit degenerate electronic
ground states and can be controlled by applying magnetic fields, excellent candidates for
qubits. Therefore, in order to improve the 4H-SiC material quality and device performance,
it is necessary to understand the physical mechanism of intrinsic defects and impurities
and develop efficient methods to control and optimize their electrical behaviors.

2.3.1. Intrinsic Defects
Carbon Vacancy

When a C atom is removed from 4H-SiC to form VC, structural relaxation occurs,
leading to a degraded system symmetry. The Si dangling bonds around VC then inter-
act with each other to create defect energy levels, as depicted in Figure 13a [135]. Using
the deep-level transient spectroscopy (DLTS) technique, two kinds of deep-level defects
formed during the growth process of 4H-SiC epitaxial layers can be detected, namely Z1/2
and EH6/7 located at EC − 0.63 eV and EC − 1.65 eV, respectively [136,137]. The Z1/2
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level is widely considered to be the key defect affecting the carrier lifetime [138,139]; thus,
controlling the concentration of Z1/2 is crucial for achieving high-performance devices.
Consistent concentrations and depth distributions of the Z1/2 and EH6/7 levels are observed
under various processing conditions, including growth, electron irradiation, and annealing,
suggesting a common origin [140,141]. Under an Si-rich growth condition and low-energy
electron irradiation (below the threshold energy of Si atom displacement at 250 keV [140]),
the concentrations of Z1/2 and EH6/7 levels increase [142,143]. Therefore, they are consid-
ered to correspond to the transition levels of VC with different charge states in 4H-SiC.
Using the Laplace-DLTS method, the microstructure inducing the Z1/2 and EH6/7 levels
can be further analyzed [144], and it has been found that they can be formed by the overlap
of two single peaks, which may point to the VC at k- and h- sites, respectively. Table 5
shows the transition levels of VC in 4H-SiC reported by different groups. Hornos et al. [145]
calculated the transition level (0/−2) of VC(k) at k-sites as 2.77 eV, which is very close to
the energy level position of Z1/2. Son et al. [146] identified Z1/2 as the (0/−2) transition
level of VC, Z1 (EC − 0.52 eV), and Z2 (EC − 0.45 eV) as the (0/−1) transition levels of VC(h)
and VC(k), respectively, and EH6/7 as the (+1/0) transition level of VC by comparing the
results of DLTS and electron paramagnetic resonance (EPR). The Z1/2 center also exhibits a
negative-U property, that is, the energy of the defect decreases when capturing the second
electron [147]. This is due to the energy gain associated with electron pairing in the dangling
bonds of the defect and the large lattice relaxation that overcomes the Coulomb repulsion
of the two electrons. Theoretical calculations also support the negative-U property of VC
in 4H-SiC [145,148,149]. However, the results from Hornos et al. [145] do not contain the
negative-U property of VC(h) at h-sites, but the energy difference between the (0/−1) and
(−1/−2) transition levels is less than 0.1 eV. In addition, theoretical calculations show
that VC

2+ is the main compensation center in p-type 4H-SiC [150]. When the Al doping
concentration is between 1016 cm−3 and 1019 cm−3, the hole concentration is one order of
magnitude lower than the Al concentration due to the compensation of VC

2+. When the Al
doping concentration exceeds 1020 cm−3, the hole concentration is only 1019 cm−3, affected
by the compensation of VC

2+ and the self-compensation of Ali3+.
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In 4H-SiC, VC diffuses by exchanging positions with nearby C atoms within the lat-
tice. As shown in the Figure 13b, the diffusion barriers of VC are found to be changed by 
the charge state, exhibiting high barrier heights in positive charge states and low barrier 
heights in negative charge states [135]. The results of Bathen et al. [151] further show that 
VC diffusion is anisotropic and has a lower energy barrier along the basal plane compared 

Figure 13. (a) Single-particle defect levels at k-sites observed in 4H-SiC, including VC, VSi, CSi,
SiC, Ci, and Sii. (b) Migration barriers of different intrinsic defects in 4H-SiC (left) and migration
barriers of VC at different charge states (right). (c) Migration paths of VC(k) (left) and VC(h) (right)
in 4H-SiC. (d) Atomic structures, coordinate configurations, and migration barriers of Ci defects
in n-type 4H-SiC at charge states q = 0, −1, and −2. (a,b) Reprinted with permission from [135],
Copyright (2020) by AIP Publishing. (c,d) Reprinted from [151,152], Copyright (2019 and 2021) by
American Physical Society.

In 4H-SiC, VC diffuses by exchanging positions with nearby C atoms within the lattice.
As shown in the Figure 13b, the diffusion barriers of VC are found to be changed by
the charge state, exhibiting high barrier heights in positive charge states and low barrier
heights in negative charge states [135]. The results of Bathen et al. [151] further show
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that VC diffusion is anisotropic and has a lower energy barrier along the basal plane
compared to the diffusion along the c-axis. Furthermore, the diffusion demonstrates planar
selectivity, where the energy required for diffusion within the h-plane is lower than that
within the k-plane. Figure 13c illustrates four distinct diffusion paths of VC in 4H-SiC,
which are labeled as kh’, kh, kk, and hh, with the corresponding activation energies of 4.2 eV,
4.1 eV, 4.0 eV, and 3.7 eV, respectively. Notably, the kh-hk and kh’-hk’ configurations exhibit
inversion symmetry. VC has a high thermal stability in 4H-SiC and can remain stable even
at annealing temperatures up to 1500 ◦C [140]; therefore, it is the main defect that affects
the performance of 4H-SiC devices. At present, various processing methods have been
developed to eliminate VC, such as the near-surface implantation of C ions [153], thermal
oxidation [154,155], and annealing with a C-cap [156,157].

Table 5. Transition levels of VC reported by different groups in reference to EV. Left and right values
in each unit correspond to the k- and h-site levels.

Ref (+2/+1) (+1/0) (0/−1) (−1/−2) (+2/0) (0/−2)

[145] 1.67/1.64 1.75/1.84 2.8/2.71 2.74/2.79 1.71/1.74 2.77/2.75
[158] 1.74/1.65 1.96/2.03 2.58/2.47 3.1/– –/– –/–
[159] 1.18/0.97 1.22/1.34 2.28/2.09 2.41/2.21 –/– –/–
[160] 0.99/0.97 1.47/1.52 2.07/2.47 2.49/2.85 –/– –/–
[150] –/– –/– –/– –/– 1.9/1.84 2.67/2.6
[148] 1.44/1.44 1.51/1.61 –/2.5 –/2.53 –/– 2.54/–

Silicon Vacancy

An Si vacancy (VSi) is another common defect in 4H-SiC that has remarkable quantum
properties [161]. According to theoretical calculations, VSi can only exist in neutral, −1,
−2, and −3 charge states [162], and the formation energy of neutral VSi is 7.5 eV under
C-rich conditions [145], which is higher than that of VC. This implies that VSi has a low
concentration under conventional growth conditions, but it could be significantly created
by ion implantation or electron, proton, or heavy ion or neutron irradiation. Like VC, VSi
has two different types, corresponding to the h and k lattice sites in 4H-SiC. These types
can be distinguished by the two sharp peaks in the photoluminescence (PL) spectrum,
namely, V1 and V2 [163]. VSi has coherence and optical controllability comparable to NV
centers in diamonds, making it a potential qubit in 4H-SiC. The ground and excited states
of negatively charged VSi

− both exhibit an S = 3/2 spin quartet and 70 MHz ground-state
zero field splitting, which has zero-phonon lines (ZPLs) at 861–917 nm and a long spin
coherence time [164,165]. Many studies have suggested the potential applications of VSi
in quantum computing, communication, and sensing [166–169]. Since VSi is immune to
both the drawbacks of large electron–phonon interaction and fast spin dephasing, Nagy
et al. [170] confirmed that VSi can be used in high-fidelity spin-to-photon interfaces. The
results of Lukin et al. [165] show that VSi has an important role in integrated quantum
and nonlinear photonics. Widmann et al. [171] showed that VSi can be used for quantum
information processing. In the field of quantum sensing, VSi has exhibited its abilities in
magnetic and temperature detections [172–174]. Additionally, it can also be used as a single
photon source [175].

Carbon Interstitial

Before the C interstitial (Ci), it is necessary to introduce the M center, which is a
deep-level defect observed in n-type 4H-SiC after 2 MeV He ion implantation. It consists
of four DLTS peaks, denoted as M1 (EC − 0.42 eV), M2 (EC − 0.63 eV), M3 (EC − 0.83 eV),
and M4 (EC − 0.86 eV) [176]. The M1 and M3 (M2 and M4) can be grouped as M1/3 (M2/4),
indicating different charge states of the same defect, and the M1/3 and M2/4 represent
different configurations of the same defect. The M center has bistable characteristics, as
its two configurations can be switched by controlling the thermal annealing and bias.



Nanomaterials 2024, 14, 1679 24 of 46

For example, annealing at 450 K with zero bias can reduce the intensities of M1 and M3
and generate peaks of M2 and M4, while annealing at 340 K with a large reverse bias
(−30 V) can restore the original DLTS spectrum. First-principle calculations show that the
activation energies of M1, M2, M3, and M4 are close to the (−2/−1) and (0/−1) transition
levels of different Ci configurations. In 4H-SiC, Ci exhibits diverse geometric shapes.
Researchers have identified four distinct Ci structures in neutral state and have illustrated
their coordinate configuration diagrams, as depicted in Figure 13d [152]. Specifically, there
exist two stable Ci structures in the neutral state, denoted as ‘hc’ and ‘hb’ with S = 1, and
two metastable structures labeled ‘ka’ and ‘kc’ with S = 0. The ‘hb’ structure becomes more
stable when the Ci is in a negative charge state. First-principle calculations were conducted
to determine the transition levels of Ci, and the results align well with the behavior of
the M center. Table 6 shows the names of the transition levels and configurations of Ci
by different groups, which indicates that the M center is caused by Ci [152,158,176–178].
However, the results of Karsthof et al. [179] are inconsistent with this conclusion. They
used the thermal decomposition of C caps as a C source to introduce excessive C into
the n-type 4H-SiC by thermal annealing and observed three peaks by DLTS, denoted as
E0.38 (EC − 0.38 eV), E0.59 (EC − 0.59 eV), and E0.7 (EC − 0.7 eV). Although the activation
energies of E0.38 and E0.59 are close to those of M1 and M2, their annealing behaviors are
different, and they do not show the bistable characteristics of the M center. In addition,
EH1/3 (EC − 0.4 eV) was also observed in low-energy electron and fast neutron irradiation,
and Knežević et al. [180] found that EH1 was composed of a single emission line from Ci(h)
by Laplace-DLTS analysis. Alfieri et al. [181] also believed that EH1 and EH3 were related
to Ci, and the annealing activation energy of EH1 and EH3 that they obtained was 1.1 eV,
close to the 0.95 eV diffusion barrier of Ci [135].

Table 6. Transition levels of Ci reported by different groups in reference to EV. Left and right values
in each unit correspond to the k- and h-site levels.

Ref (+2/+1) (+1/0) (0/−1) (−1/−2)

[177] 0.3/0.17 1.62/1.48 2.22/2.53 2.49/2.8
[158] 1/0.8 1.67/1.58 2.5/2.87 –/–
[176] 0.9/0.69 1.53/1.43 2.38/2.54 2.71/2.9

Silicon Interstitial

There are multiple configurations of an Si interstitial (Sii) in 4H-SiC, but most of
the stable configurations have formation energies exceeding 8 eV [182]. Since Si is less
electronegative than C, Sii can only induce positive charge states in the bandgap. Moreover,
the diffusion barriers of Sii are closely related to their charge states, such as the 3.7 and
2.7 eV corresponding to the +4 and +2 charge states, respectively [183]. The calculations by
Coutinho et al. [183] showed that the +1 and +3 charge states are metastable, indicating that
the Sii was also a negative-U defect. However, this negative-U effect was not discovered by
the calculations of Kobayashi et al. [158].

Carbon Antisite

A C antisite (CSi) is formed by C atoms occupying the positions of Si atoms. First-
principle calculations show that the formation energy of CSi is low, which means that
it is easy to produce during the growth process. Kobayashi et al. [158] calculated the
formation energies of neutral CSi at the k-site and h-site at the C-rich limit, which were
2.61 and 2.65 eV, respectively, consistent with the results of Torpo et al. [159]. Since neutral
CSi occupies the lowest energies along the Fermi level moving at the bandgap, it is not
introduced at the deep level and thus has little effect on the recombination and scattering
of carriers. However, CSi often forms complexes with other defects, such as CAV and the
antisite-interstitial pair (CSi-Ci) [133,177,184]. These complexes can change the charge state
of CSi and induce new trap levels at the bandgap, significantly affecting the electrical or
optical performance of 4H-SiC devices.
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Silicon Antisite

A Si antisite (SiC) in 4H-SiC also has low formation energies, such as 4.58 eV and
4.63 eV corresponding to the neutral SiC(k) and SiC(h) [158]. SiC has only one (+1/0)
transition level in the bandgap, and the values of SiC(k) and SiC(h) are EV + 0.33 eV and
EV + 0.34 eV, which are very similar with each other [158]. By the EPR spectra, positively
charged SiC+ could be observed experimentally in p-type 4H-SiC with a spin S = 1/2 [185].
In addition, the strong temperature dependence of the g value and hyperfine coupling
constant of this SiC trap center indicates that there are considerable lattice relaxations near
the defect [185].

2.3.2. Impurities
Nitrogen

N is a widely used n-type dopant in 4H-SiC since it can enhance the electrical proper-
ties of 4H-SiC by increasing its conductivity and carrier mobility. N doping can achieve
a precisely controlled electron concentration in 4H-SiC ranging from 1014 to 1020 cm−3,
which allows for various applications of 4H-SiC in high-temperature, high-power, and
high-frequency devices [186]. N doping and substituting C atoms (NC) in 4H-SiC exhibits
the lowest ionization energy. The ionization energy also depends on the lattice sites, and
the corresponding values for NC(k) and NC(h) are 0.092 eV and 0.052 eV [187–189]. NC can
diffuse in 4H-SiC by exchanging with neighboring C atoms. However, the diffusion barrier
for this process is notably high. Interestingly, when a C-split interstitial (two C atoms share
the same lattice site) exists near NC, NC can diffuse through the replacement of one C atom,
and the energy barrier of this diffusion process can be reduced to only 2.5 eV [190]. On
the other hand, N doping also brings challenges and limitations for 4H-SiC devices. For
example, it is found to weaken the bond strength and contribute to deformation in 4H-SiC,
which facilitates the glide and piling up of basal plane dislocations in nanoindentated
N-doped 4H-SiC [191]. It reduces the hardness, elastic modulus, and fracture toughness of
4H-SiC, challenging the mechanical stability and reliability [192].

Aluminum

Aluminum (Al) is the most commonly used dopant to create p-type 4H-SiC, which
forms the shallowest acceptor levels and possesses the highest solubility (~1021 cm−3) [189].
But it still has some drawbacks and limitations compared to N doping. Al preferentially
substitutes Si in 4H-SiC (AlSi). The acceptor levels (0/−1) of AlSi(h) and AlSi(k) have a very
similar ionization energy of about 0.23 eV (the difference is less than 0.01 eV). This value
is much larger than that of N doping, indicating a declined activation rate in Al doping.
Due to the high ionization energy, Al is often incompletely ionized in 4H-SiC, and this
phenomenon is further deteriorated as the Al concentration increases. For example, Wang
et al. [186] observed that when the concentration of Al doping in 4H-SiC increased from
1014 cm−3 to 1019 cm−3, the ionization ratio decreased from 90% to 5% at room temperature.
Even at a temperature up to 800 K, a model proposed by Darmody et al. [193] predicted
an Al ionization ratio of no more than 30% at high doping concentrations. Although they
observed an increase in the hole-to-Al concentration ratio at doping levels above 1020 cm−3,
they attributed the increase to the variable range hopping conduction mechanism instead
of the ionization ratio increase.

The high ionization energy of Al in 4H-SiC is an important factor affecting the doping
efficiency. One way to improve the doping efficiency is to co-dope with group-IVB elements,
such as titanium (Ti) [194]. As shown in Figure 14, the double degenerated e states of AlSi
are occupied by three electrons. When group-IVB defects with empty e states are combined
with AlSi, a shallow acceptor level close to the VBM is obtained due to the repulsive forces
between defect states of the same symmetry. With this co-doping method, it is promising
to reduce the ionization energy of Al by nearly 50%. In addition, Al doping depends on the
C coverage on the 4H-SiC surface, which is influenced by the growth rate, C/Si ratio, and



Nanomaterials 2024, 14, 1679 26 of 46

pressure. Al doping is also higher on the Si-face than on the C-face because of the different
bonding and desorption rates [195].
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Boron

In 4H-SiC, Boron (B) impurities are often introduced unintentionally via graphite
equipment during the chemical vapor deposition (CVD) process and form two types
of acceptor energy levels, denoted as shallow B center (EV + 0.3 eV) and deep B center
(EV + 0.65 eV), respectively [196]. A theoretical calculation shows that the two centers
may correspond to the (0/−1) transition levels of substitutive B at Si and C sites (BSi
and BC), which are 0.32–0.34 eV and 0.6–0.63 eV above the VBM [197]. When employing
minority carrier transient spectroscopy (MCTS) and time-resolved photoluminescence, it
was observed that the B-related defects critically impacted the carrier lifetime, particularly
when the Z1/2 defect levels were low [198]. BC may be the main defect responsible for this
phenomenon. In n-type 4H-SiC, BC is negatively charged and thus acts as hole trap to limit
hole mobilities and lifetimes through capture and recombination activities.

Iron

Iron (Fe) is a possible candidate to obtain semi-insulating SiC. By electrical characteri-
zations of Fe-doped n-type and p-type 4H-SiC epitaxial layers using the DLTS and MCTS
techniques, it was found that Fe-related defects could affect the minority carrier lifetime
and potentially influence the material’s electrical conductivity and photoelectric perfor-
mance [199]. Particularly in n-type materials, Fe doping changes the capture cross-sections
of electrons and holes. The study also observed the doping effects of Fe in n-type and p-type
buffer layers, revealing the process of Fe-related carrier capture assisted by multi-phonon
emission. Furthermore, Fe-doped 4H-SiC epitaxial layers, which are fabricated at lower
temperatures using metal-organic CVD, demonstrate a notable trend: as the concentration
of t-butylferrocene increases, the free carrier concentration progressively diminishes [200].
This leads to the formation of insulating SiC epitaxial layers with a characteristic free carrier
concentration of 109 cm−3 and a resistivity exceeding 108 Ω·cm.

Nickel

Nickel (Ni) doping in 4H-SiC is characterized by a preferential substitutional occu-
pation at the Si sites (NiSi), which is associated with the lowest formation energy among
possible doping configurations [201]. This doping process can greatly increase the dielectric
loss and static dielectric constant, showing the application prospects in the field of optoelec-
tronic and microelectric devices. Another study also pointed out that the magnetic moment
of 4H-SiC could be enlarged by Ni doping. The authors attributed this enlargement to the
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hybridization between Ni 4s and C 2p orbitals and declared its potential application in
dilute magnetic semiconductors in spintronic devices [202].

Vanadium and Hydrogen

High-purity semi-insulated (HPSI) 4H-SiC is also a key semiconductor material for
high-frequency devices. Due to unintentional doping of impurities such as N and B, it
is a common method to compensate electrons or holes by doping V. V is the amphoteric
impurity in 4H-SiC and establishes acceptor and donor levels within the upper and lower
half of the bandgap. Specifically, the (+4/+3) acceptor level is located at EC − 1.11 eV,
and the (+5/+4) donor level is located at EC − 1.57 eV [203]. In addition, H doping is
an effective strategy to suppress unintentional N doping during the physical gas phase
transport growth of 4H-SiC. A study suggested that the interactions between H and N on
4H-SiC’s growth surface may yield stable ammonia (NH3), reducing the chemical potential
of N and consequently increasing its formation energy as an impurity into 4H-SiC [204].

2.3.3. Complexes
Carbon Clusters

In SiC, Ci exhibits a relative low diffusion barrier, which varies from 0.5 to 1.4 eV
depending on its charge state. The barrier promotes a high degree of diffusion mobility
for Ci within the SiC bulk or towards its surface [205]. During this diffusion process, Ci
can aggregate to form various C polymers, including the dimer C2, or more extensive C
clusters denoted as Cx, where ‘x’ represents the number of C atoms polymerized.

SiC distinguishes itself from other wide bandgap semiconductors through its innate
capacity to form an SiO2 layer via thermal oxidation [206]. This characteristic is seamlessly
compatible with the established Si-based metal-oxide-semiconductor field-effect transistor
(MOSFET) fabrication processes [207]. Nonetheless, it is important to note that the thermal
oxidation method can potentially impair the SiC surface and subsequent device perfor-
mance [208]. While the Hall mobility in bulk SiC is notably high, the µFE in manufactured
MOSFETs can experience a drastic reduction, sometimes by nearly a hundredfold, which
is closely related to different oxidation processes [209–211]. The primary cause of perfor-
mance degradation in SiC MOSFETs is the formation of interface states during thermal
oxidation, and the interface states are often generated by excessive C atoms at the interface
that can merge into clusters with each other [205,208,209,212–215]. Research indicates that
wet oxidation surpasses dry oxidation in enhancing the device performance, likely due to
two factors: the substantial reduction of the reaction barrier, facilitating interface reactions,
and the H atoms generated during the process, which may promote interface quality via
passivation [209,216].

The oxidation of SiC results in the formation of SiO2, a process that concurrently
involves the reaction of C with O, leading to the release of CO or CO2 [209,211,217]. Nev-
ertheless, a fraction of C atoms may not react with O. Instead, they may accumulate
at the interface to form C clusters, which has been verified through first-principle MD
simulations and experimental techniques like atomic force microscopy and Raman spec-
troscopy [210,218]. Figure 15a shows the local structure of C clusters of different sizes at
the 4H-SiC interface [209]. The bonds within C clusters can be either sp2 or sp3 hybridiza-
tion [209,211,217], and their dimensions decide the quality of the 4H-SiC surface [214].
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The presence of point defects on 4H-SiC surfaces, such as Ci, CSi, and VC, make it
easier for the corresponding defect sites to form large C polymers, such as C6 clusters.
Conversely, smaller clusters like C2 tend to be generated away from defects [214]. As the
O concentration decreases during thermal oxidation, C atoms are inclined to merge into
more complex clusters. Note that the C clusters are usually very stable at the SiC/SiO2
interface. The dissociation energy of C2 is estimated at 5–6 eV, suggesting its stability even
under elevated temperatures. The research of Jiang et al. [219] revealed that C3 was also
remarkably stable.

Following thermal oxidation, the emergence of a new defect energy level at the HK0
center was experimentally discerned in p-type 4H-SiC, with a location of EV + 0.79 eV [221].
The HK0 center necessitates annealing at temperatures exceeding 1400 ◦C within an Ar
atmosphere. The annealing dynamics and energy level variations imply its association
with the (+1/0) transition level of C2. Devynck et al.’s. [222] computations revealed the
transition levels for C2 at (+2/+1), (+1/0), (0/−1), and (−1/−2) located at EV + 0.49 eV, EV
+ 0.71 eV, EC − 0.23 eV, and EC − 0.04 eV, respectively. Wenbo Li et al. [207] also showed the
transition level of C2 (−1/−2) in 4H-SiC located at EC − 0.1 eV. Furthermore, it has been
ascertained that the dihedral angle engendered by C2 influences the positions of defect
energy levels [206]. Kaneko et al. [206] reported that due to the distortion of the local
structure, the defect levels of the C clusters have a wider distribution near the VBM and
CBM. The energy levels formed by C clusters in the 4H-SiC bandgap will trap electrons,
leading to the Fermi level pinning effect [209].

The high formation energies of C clusters are inconsistent with the substantial de-
fect density observed in experiments [211,217]. Kobayashi et al. [158] estimated that the
formation energy for neutral C2 was about 5 eV, whereas for C4, it increased to 13 eV,
indicating the small probability of generating C clusters. This conclusion is supported by
the results of Jiang et al. [219], as shown in Figure 15b. In the neutral state, C3 has the lowest
formation energy of about 3.2 eV/atom. However, investigations by Zhang et al. [211,217]
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suggested that the formation energies for C6 and C14 could be reduced to 0.77 eV/atom
and 0.29 eV/atom in proximity to the SiO2 interface or within the SiO2 bulk. These C
clusters with reduced formation energies could be the main reason for the large amount of
interface states.

Other Complexes

Complex defects in SiC, such as CAV, NV, and VV shown in Figure 15c, are regarded
as promising candidates for spin qubits due to their remarkable spin properties [220].
Figure 15d illustrates the transition levels of these defects, highlighting the energy range of
defect charge states suitable for quantum applications. In 4H-SiC, CAV, NV, and VV all
exhibit four different configurations: kk, kh, hh, and hk. These distinct configurations result
in subtle differences in transition energy levels and ZPL properties. For instance, the ZPL of
NV lies within the range of 0.966–1.056 eV [134]. In the following, we take the CAV defect
as an example to introduce its physical properties associated with quantum applications.

Experiments verified the existence of CAV defects after annealing irradiated samples
at 600 ◦C [223]. Some research groups have also reported a similar phenomenon without
irradiation but at 700 to 750 ◦C [224]. In the neutral state, the barrier to transform VSi into
CAV was estimated to be 1.7 eV [225]. Recently, a first-principle MD simulation study
revealed that within the temperature range of 1000–1500 K, C atoms near VSi exhibited a
tendency to migrate to the vacancy position, forming CAV defects [226]. It also predicted
that a backward reaction could occur at temperatures above 1500 K. Notably, Bockstedte
et al. [227] had already predicted the possibility of dissociating CAV into the original VC
and CSi configuration after crossing an energy barrier of 2.4 eV. CAV defects are prevalent
in p-type SiC and usually serve as important carrier compensation centers in n-type or
HPSI SiC [228,229]. The hh and kk configurations of CAV defects are characterized by C3v
symmetry, whereas the hk and kh configurations display C1h symmetry [229,230].

Energy level analyses indicate that hh and kk CAV configurations possess an a1 level at
approximately 1.3 eV above the EV and a double-degenerate e level above the a1 level [229].
In contrast, hk and kh configurations feature an a’ level at roughly 1.2 eV above the EV and
two closely spaced a′ and a′′ levels due to lower symmetry in the upper part of the bandgap.
The a1 level primarily correlates with CSi, while the e level is associated with VC within
the complex defects. The p-type 4H-SiC post-irradiation experimental results show that
the CAV and VC concentrations are comparable and exhibit similar annealing behavior,
indicating that they share a similar thermal stability and electronic levels.

Neutral CAV defects exhibit two spin states: S = 1 and S = 0. Szász et al. [230] derived
hyperfine parameters and zero-field splitting, proposing that coherent spin manipulation
in n-type 4H-SiC via optical excitation is feasible. Consequently, CAV emerged as a robust
candidate for quantum information processing [133,230]. Furthermore, positively charged
CAV can be intentionally designed as single-photon emitters in the red spectral region.
Notably, CAV in SiC has been reported to emit 700 nm bright luminescence at room
temperature [231]. The saturation emission rate of isolated CAV surpasses 2000 kc/s,
outperforming other color centers in SiC. Additionally, the charge state of CAV can be
dynamically tuned from positive to neutral using photons with wavelengths below 539 nm.
With elaborate material purity design, even if CAV is at the positive charge state initially,
effective conversion to the neutral charge state can be achieved through optical excitations.

First-principle calculations based on the HSE06 hybrid functional predict that the
transition levels (+2/+1) and (+1/0) for CAV defects are located at EV + (1.28 to 1.36) eV
and EV + (2.09 to 2.25) eV, respectively [230]. These theoretical predictions align well
with experimental findings. For instance, photo-EPR measurements have identified the
transition level (+1/0) at EC − 1.1 eV [133]. Additionally, through photosensitive current
transient spectroscopy and EPR, researchers have observed the transition levels (0/−1) and
(+1/0) at EC − 0.72 eV and EC − 1.1 eV, respectively [184]. Considering that the bandgap of
4H-SiC is about 3.26 eV, the experimental data agree with the theoretical calculations well.
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2.4. Post-Processes
2.4.1. Carrier Lifetime

In n-type 4H-SiC, extensive studies have consistently identified the Z1/2 and EH6/7
trap states as recombination centers and critical defects that significantly impact carrier
lifetimes [138,139,232–235]. Figure 16a illustrates the inverse of the carrier lifetime as a
function of the Z1/2 trap concentration in the n-type 4H-SiC epitaxial layer [233]. Notably,
at high concentrations (>1013 cm−3), the inverse of the carrier lifetime demonstrates an
approximately linear correlation with the Z1/2 trap. In this scenario, the carrier lifetime is
predominantly influenced by Shockley–Read–Hall recombination due to the Z1/2 trap [236].
Conversely, at low concentrations, it is also influenced by other processes, such as surface,
substrate, and Auger recombinations.
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Figure 16. (a) Relationship between the inverse of carrier lifetime and Z1/2 concentration in n-type
4H-SiC epilayers. (b) VC (0/−2) peak amplitude variations in the C-, Al-, and Si-implanted samples
plotted against the annealing temperature and obtained from DLTS measurements. (c) Carrier
lifetimes of as-grown, oxidized, and oxidized-annealed 96-µm 4H-SiC epitaxial layers measured
using differential microwave photoconductance decay (µ-PCD) at room temperature. The oxidation
temperature is 1300 ◦C, except for the signal labeled “1400 ◦C.” (d) DLTS spectra showing the effect of
C-injection after 6.6 h annealing with a C-cap. (e) C-V characteristics collected for 4H-SiC MOSFETs
annealed in NO and N2O atmospheres at 1 kHz. (f) Density of trapped electrons as a function of the
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electric field across the oxide during charging. (g) MOSFETs’ Vth and µFE improvements by the
H2-CVD-NO process. (h) Vth variations during positive and negative stresses (±15V) measured at
different temperatures (from 25 to 175 ◦C). (i) Vth as a function of measurement temperature and
minimum Vgs for POCl3- and NO-annealed MOSFETs. (a) Reprinted from [233], Copyright (2008)
by Wiley-VCH GmbH. (b,f) Reprinted from [237,238], Copyright (2010 and 2015) by AIP Publish-
ing. (c) Reprinted from [155], Copyright (2012) by American Institute of Physics. (d) Reprinted
from [156], Copyright (2024) by Elsevier Ltd. (e) Reprinted from [239], Copyright (2021) by El-
sevier B.V. (g) Reprinted from [240], Copyright (2021) by The Japan Society of Applied Physics.
(h,i) Reprinted from [241,242], Copyright (2015) by IEEE.

To achieve 4H-SiC power electronic devices with longer carrier lifetimes, faster re-
sponse speeds, and higher reliability, it is necessary to reduce the concentration of Z1/2
and EH6/7 traps, which are believed to be closely related to the VC defect. Currently, many
technological methods have been developed to reduce the VC concentration in the 4H-SiC
epitaxial layer, and the core concept is annealing, such as high-temperature annealing after
near-surface ion implantation [155,237], thermal oxidation [155,235,243–245], and with a
C-cap [156,157]. The main purpose of these methods is to introduce additional C atoms to
promote the annihilation of VC defects.

In the investigation of near-surface ion implantation, Kawahara et al. [155] demon-
strated that the concentration of VC can be significantly reduced to below detectable limits
through C ion implantation followed by annealing in an Ar environment at 1500 ◦C for
20 min. Note that elevating the annealing temperature beyond 1700 ◦C will regenerate VC
defects. Ayedh et al. [237] observed an interesting result that the implantation of Al and
Si ions resulted in a more pronounced decrease in the VC concentration compared to C
ion implantation, as shown in Figure 16b. They believed that the species of the implanted
ions played a negligible role in the VC annihilation, since the concentration of displaced C
atoms exceeded the implanted ions by several orders of magnitude. Therefore, the higher
efficiencies for Al and Si ions can be understood as their high energy densities to induce
collision cascades and promote the annihilations between VC and Ci defects.

During the thermal oxidation process, Si atoms on the surface of 4H-SiC form SiO2
with O atoms. Simultaneously, most C atoms escape in the form of CO. However, a fraction
of C atoms remains at the interface and diffuses into the 4H-SiC bulk region, where they can
annihilate VC. Figure 16c shows the improvement in carrier lifetimes in 4H-SiC epilayers
by increasing the temperature and oxidation time [155]. Ichikawa et al. [244] achieved
an impressive charge carrier lifetime of up to 33.2 µs in a 220 µm depth n-type 4H-SiC
epitaxial layer by combining thermal oxidation at 1400 ◦C for 48 h with surface passivation
using NO. The research of Okuda et al. [245] also showed that the carrier lifetime could be
effectively improved by combining thermal oxidation with H passivation in p-type 4H-SiC.

The C-cap can be established through the spin-coating of photoresist at the front and
back surfaces of 4H-SiC and graphitizing through a heat treatment at 900 ◦C for 10 min [156].
The subsequent annealing phase within the Ar atmosphere promotes the diffusion of C into
the 4H-SiC bulk. This method is effective to eliminate VC, as shown in Figure 16d, where
the Z1/2 and EH6/7 peaks disappear after treatment. In addition, medium-temperature
annealing at 1500 ◦C in a C-rich environment is also a simple and effective method to
reduce the VC concentration to 1011 cm−3 [157].

Although the annealing method can reduce the VC concentration in 4H-SiC, it is
important to note that excessive C injection can also result in new defects, as illustrated
in Figure 16d. Researchers have identified several novel energy levels using DLTS, in-
cluding ON0a (EC − 0.58 eV), ON0b (EC − 0.68 eV), ON1 (EC − 0.89 eV), and ON2
(EC − 1.15 eV) [155,156]. Note that the Z1/2 and ON0a traps have similar energy level
positions, but their apparent electron capture cross-sections (σn, app) are quite different
(5.1 × 10−15 cm2 for ON0a and 1.4 × 10−14 cm2 for Z1/2), indicating that they do not have
the same defect origin [156]. These energy levels have been associated with C-related
defects. Further investigations are necessary to assess the potential adverse impacts of
these new defects on device performance.
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On the other hand, a long carrier lifetime will also increase the switching loss of
4H-SiC devices. Therefore, it needs to be controlled according to the requirement of the ap-
plication equipment. The carrier lifetime can be controlled by electron irradiation [139,233],
annealing temperature [235], and additional carrier recombination centers [246]. Compared
with electron irradiation, thermal oxidation and then Ar annealing at proper temperatures
may be a better solution, since the space uniformity of VC in 4H-SiC can be obtained by
controlling the annealing temperature. In contrast, electron irradiation will lead to higher
and lower VC concentrations at the surface and bulk. Another effective method to control
carrier lifetime is V doping in order to generate recombination centers. It has been shown
that V doping can reduce the minority carrier lifetime in lightly N-doped epitaxial layer
from 3 µs to 40 ns, and this value is 20 ns in the highly N-doped case, which is accompanied
by a high thermal stability (>1700 ◦C).

2.4.2. Mobility

Theoretically, 4H-SiC bulk material has high electron mobilities [247]. However,
during the fabrication of MOSFETs, a notable decrease in µFE is observed. This reduction is
primarily attributed to the high interface state density (Dit) present at the SiC/dielectric
interface. These states serve as trap centers for both electrons and holes, accelerating the
charge carrier scattering and consequently reducing the mobility. The C clusters formed
at the SiC/SiO2 interface during the thermal oxidation process are believed to lead to
significantly elevated Dit, posing a challenge to device performance [239]. In commercial
applications, carrier mobilities in 4H-SiC MOSFETs can be predominantly enhanced via
nitridation processes, such as treatments by N2O [239,248], NO [238,239,249,250], and
N2 [251,252]. N often eliminates interface states by forming Si-N3 or Si-N4 [253,254]. Under
similar experimental conditions, a 55 cm2/V·s device mobility can be obtained in a NO
atmosphere, while it is only 20 cm2/V·s in a N2O atmosphere, indicating that NO is a better
solution [239]. From the capacitance–voltage (CV) measurement in Figure 16e, a lower
Dit is detected after NO annealing due to the steeper slope of the curve. This conclusion
is supported by DFT calculations, which predict more favorable reaction kinetics for NO
with a low energy barrier of 0.84 eV, compared with 3.4 eV for N2O at the C-face of
4H-SiC [253,255]. However, the application of NO is limited due to its inherent toxicity.
A study conducted by Chanthaphan et al. [252] demonstrated that for thin SiO2 layers
(<15 nm), N2 annealing at temperatures above 1350 ◦C could show better performance
than NO annealing. However, N2 annealing also leads to a negative Vth shift of 4H-SiC
MOSFETs [240]. Furthermore, Wang et al. [256] introduced an innovative approach utilizing
supercritical N2O fluid at only 120 ◦C to effectively reduce Dit to 2.8 × 1011 cm−2eV−1.

In addition, nitridation can lead to additional defects, which subsequently impact the
performance of 4H-SiC MOSFETs [257,258]. Yoshioka et al. [247] observed a fast interfacial
state in 4H-SiC following nitridation. Similarly, Fujimoto et al. [258] demonstrated that
in NO passivated devices, additional defects that became active upon exposure to UV
irradiation were introduced, thereby affecting overall device behaviors. Furthermore, a
finding by Kobayashi et al. [259] indicated that NO nitridation may not completely eliminate
C-related defects. Instead, a highly N-doped thin slice was formed on the epitaxial layer
surface. Due to the band bending and the underestimation of energy differences between
the surface Fermi level and EC, the defect densities are apparently lower.

Other annealing methods beyond nitridation also have been widely considered. Com-
pared with nitridation, Ar annealing at 1500 ◦C demonstrates similar performance, but
without inducing fast interfacial states [260]. Additionally, phosphoryl chloride (POCl3)
annealing is known to enhance interface quality and reduce Dit. In a study by Okamoto
et al. [238], POCl3 annealing achieved an impressive µFE of 89 cm2/V·s, as shown in
Figure 16f. However, it is important to note that POCl3 annealing can result in the forma-
tion of P-related oxide defects, potentially impacting device stability [242].

Moreover, eschewing conventional thermal oxidation methods seems to be another
effective strategy for enhancing the mobility of 4H-SiC devices. A three-step process
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involving H2 etching, CVD grown in SiO2, and nitridation, as demonstrated by Tachiki
et al. [240], resulted in a reduction of Dit to 4–6 × 1010 cm−2eV−1 and an increase in µFE
to 80–85 cm2/V·s, as illustrated in Figure 16g. Furthermore, employing a similar three-
step approach of surface plasma nitridation, SiO2 sputtering deposition, and annealing
in a CO2 environment yielded a small Dit value of 1011 cm−2eV−1 [261]. In this method,
the interface performance was immune to excimer UV light irradiation, demonstrating
enhanced stability.

2.4.3. Instability

In 4H-SiC MOSFETs, the Vth instability can manifest under bias voltage conditions
and be significantly influenced by temperatures. This phenomenon is categorized into
two distinct types: negative bias temperature instability (NBTI) and positive bias temper-
ature instability (PBTI). Both NBTI and PBTI in 4H-SiC MOSFETs demonstrate a rapid
recovery characteristic, typically within milliseconds [262]. Notably, NBTI exhibits the
least temperature sensitivity, whereas PBTI shows pronounced temperature dependence,
as shown in Figure 16h. Furthermore, Lelis et al. [241] indicated a positive Vth shift in
NBTI at temperatures exceeding 175 ◦C. This shift is likely correlated with the generation
of additional interface traps at elevated temperatures.

Recent studies have proposed various mechanisms to elucidate the instability phenom-
ena observed in 4H-SiC MOSFETs. Defects such as Ci [263], VO [241,264], and N-related
defects within the SiO2 layer are among the primary suspects [265]. Research by Ettisserry
et al. [263] indicated that a Ci defect in the SiO2 layer significantly contributed to instability,
which could be restrained by NO annealing, leading to the formation of NCO complexes.
In a neutral state, the VO defect is known to form Si-Si bonds, and the bonds can be broken
by capturing holes [241]. It has been observed that the hole trap density correlates linearly
with N concentration, possibly due to the formation of SiOxNy transition layers [265].

To deal with instability issues, several strategies have been suggested. For instance,
pre-doping 4H-SiC with O allows for a reduced Vth shift [266]. Additionally, POCl3 and NO
annealing have emerged as effective alternatives [242,263,267]. Devices subjected to POCl3
annealing exhibit a smaller Vth shift than NO annealing under NBTI and PBTI conditions
at temperatures below 200 ◦C, as shown in Figure 16i [242]. However, it is noteworthy
that at temperatures reaching 200 ◦C, a significant Vth shift is observed in devices treated
with POCl3. The underlying causes of instability in NO and POCl3 annealed devices are
different and need further investigation.

2.5. Application

Over the past few decades of technological advancement, Si-based power devices
have become an indispensable part of power electronic systems, bringing obvious eco-
nomic benefits to various industries. However, as technology continues to advance, the
performance potential of Si-based devices is reaching its limit, especially in high-voltage
applications. For example, in 2023, the rated voltage of commercial Si-based MOSFETs on
the market typically did not exceed 950 V, which is clearly insufficient to meet the demands
of emerging applications such as 800 V electric vehicles and 1500 V solar inverters [268].

In the quest for solutions with higher voltages and better performance, SiC devices
have emerged as a powerful candidate. The unique physical properties of SiC, such as
a high breakdown electric field and excellent thermal stability, enable it to achieve the
abilities of blocking high voltages and reducing switching and conduction losses. Figure 17e
compares the blocking voltages of Si, SiC, GaN, and Ga2O3 power devices, highlighting
the advantages of SiC devices over Si devices. These characteristics perfectly meet the
demands of a higher efficiency, greater power density, and faster switching speeds in power
electronic devices [236].

Since Infineon launched the first commercial SiC Schottky diode to the market in 2001,
the development of SiC devices has made rapid progress [269]. Today, devices made of
SiC, such as diodes, MOSFETs, junction field-effect transistors (JFETs), and bipolar junction
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transistors (BJTs), have been widely applied in key circuit components such as inverters,
transformer rectifier units, and DC-DC converters, becoming the core technology in multi-
ple fields including solar energy, electric vehicles, aerospace, and railway traction [270–275].
The typical structures of common SiC power devices are shown in Figure 17a–d [276]. Cur-
rently, SiC devices ranging from 600 V to 3300 V are available on the market, and devices
with a voltage rating of 10 kV or even higher are being actively developed, indicating a
bright future for SiC technology [268].
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Currently, major companies are working on popularizing SiC devices to the electric
vehicle area. With the development of a battery pack voltage from 400 V to over 800 V, SiC
devices have garnered significant attention [277]. They exhibit wide-ranging applications
in drive inverters, on-board chargers (OBCs), and direct current charging station modules.
Simulation results indicate that using a full SiC inverter can reduce energy consumption
in electric vehicles by approximately 5% and increase the endurance by 5%. The typical
structure of an OBC consists of a front-end power factor correction (PFC) circuit and a
rear-end DC-DC output circuit [278]. Research has demonstrated that a SiC-based 5 kW
three-phase full-bridge PFC achieved an efficiency rate of 98.8% [279], and a SiC-based
3.6 kW totem-pole PFC achieved 99.3% efficiency [280]. Additionally, a 3.5 kW DC-DC
converter using SiC operated at a full-load efficiency of 95.5% at 700 V [278]. A proposed
architecture by Saha et al. [281] utilized SiC MOSFETs in a medium-voltage grid-connected
transformer for rapid charging stations. This architecture can fully charge a large-sized
electric vehicle in 49.5 min, two medium-sized electric vehicles in 28 min, or four small-sized
electric vehicles in 16 min.

All-electric aircrafts are an essential choice for advancing sustainable development
in the aviation industry [274,275]. As the global aviation sector continues to expand,
its environmental impact grows more pronounced. The all-electric aircraft offers the
potential to reduce C emissions and improve energy efficiency. However, electric aircrafts
require megawatt-level power, which needs significant advancements in power electronics
integration, performance, efficiency, component size, and weight reduction. To realize these
requirements, SiC devices may be a choice. In 2022, the first all-electric aircraft named
e-Sling successfully completed its inaugural flight in Switzerland, covering approximately
180 km. Notably, it employed a SiC modular battery system with an impressive energy
density of 196 Wh/kg.
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SiC also has many applications in the field of detectors or sensors. Li et al. [282]
successfully fabricated solar-blind photodetectors utilizing a top-down methodology via
anodic oxidation of 4H-SiC single crystals. The outcomes indicated a superior solar-blind
detection performance characterized by enhanced sensitivity to ultraviolet radiation at
wavelengths of 275 and 365 nm, coupled with a notable response time swift of 47.3 ms. Mo
et al. [283] proposed a highly linear temperature sensor based on 4H-SiC p-n diodes. The
diode has an excellent linear response to temperature from room temperature to 600 ◦C at
a constant current bias.

In the traction inverter systems of commuter trains, the integration of 3.3 kV full
SiC MOSFET power modules enhances the operational efficiency and yields substantial
electrical energy savings. Empirical studies suggest that SiC modules can diminish electrical
energy losses by up to 59%. Additionally, the elevated switching frequency and superior
thermal endurance of SiC power modules can simplify the system packaging, promoting a
more compact and eco-friendly traction drive system [284].

SiC also emerges as an exceptionally well-suited material to meet the development
direction of photovoltaic inverters towards greater power, higher efficiency, and smaller size.
Jinkui He et al. [285] presented a variable-resistance gate driver design using SiC MOSFET-
based 1500 V photovoltaic inverters, enhancing the reliability and lifetime performance of
high-voltage photovoltaic applications.

Furthermore, Chen et al. [286] proposed the architecture of a 150 kW/1500 V SiC-
based grid-forming photovoltaic synchronous generator (PVSG). This innovative PVSG
combined a 150 kW three-phase photovoltaic inverter, a 100 kW DC-DC converter, and a
2.4 F supercapacitor module to provide energy storage and inertia support. The design
achieved an inverter peak efficiency of 99.1% and a DC-DC converter efficiency of 99.5%,
showing exceptional performance potential.

SiC technology offers abundant benefits, but its popularization still faces challenges.
The successful integration of SiC devices into electrical systems needs a comprehensive
understanding of the system architecture, particularly considering electromagnetic inter-
ference and thermal management concerns. Additionally, the elevated expense associated
with SiC components is also an important problem hindering their popularization.

3. Conclusions

Wide bandgap semiconductors possess fascinating physical properties beyond Si,
including the high breakdown voltage, high radiation tolerance, high thermal conductivity,
fast switching speed, and reduced leakage current, making them one of the best candidates
for high-power electronics to optoelectronic devices. As two representatives of amorphous
and crystal wide bandgap semiconductors, the mechanical, physical, and electrical perfor-
mance of a-IGZO and 4H-SiC are discussed in this review from the perspective of defects.
Here, we make a short comparison between them.

a-IGZO is an amorphous material and lacks a long-range ordered crystal structure,
making it naturally possess small mobilities. Although the spatially spread In 5s orbitals
with large isotropic spherical extensions can result in large overlaps of s orbitals between
adjacent metal atoms, the mobilities of a-IGZO are still much smaller than those of 4H-SiC.
On the other hand, the crystal structure of 4H-SiC significantly enhances the difficulty of
its grown technology, since temperatures exceeding 1000 ◦C are frequently required at
annealing stages. This also hinders its compatibility with other material technologies.

Because of the amorphous property of a-IGZO and high-temperature manufacturing
process of 4H-SiC, defect problems persistently impede their device applications. Defects
in a-IGZO are often induced by the unbalanced local metal-to-O ratios, generating M-M
and O-O bonds. The most obvious characteristic is the stability of these defects. They
can be formed and eliminated at specific conditions related to the device’s operation
environment, thus leading to instability issues in a-IGZO device performance under PBS
and NBS conditions. In comparison, the performance deviations in 4H-SiC devices usually
occur at stricter bias stress conditions and recover more rapidly. However, the performance
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degradation induced by defects is persistent and serious considering the high-temperature
and voltage application environment. They can reduce the mobility by more than one order
of magnitude or even cause breakdown of the device.

In summary, a-IGZO is favored for its use in display technologies and compatibility
with flexible substrates, while 4H-SiC is often chosen for high-power and temperature
applications, where its exceptional thermal and electronic properties are essential. The
choice between these materials largely depends on the defect-related physical and mechan-
ical characteristics.
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