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Abstract

Background: High-resolution brain positron emission tomography (PET) scanner is emerging as 

a significant and transformative non-invasive neuroimaging tool to advance neuroscience research 

as well as improve diagnosis and treatment in neurology and psychiatry. Time-of-flight (TOF) 

and depth-of-interaction (DOI) information provide markedly higher PET imaging performance 

by increasing image signal-to-noise ratio and mitigating spatial resolution degradation due to 

parallax error, respectively. PET detector modules that utilize light sharing can inherently carry 

DOI information from the multiple timestamps that are generated per gamma event. The difference 

between two timestamps that are triggered by scintillation photons traveling in opposite directions 

signifies the event’s depth-dependent optical photon TOF (oTOF). However, light leak at the 

crystal-readout interface substantially degrades the resolution of this oTOF-based depth encoding.

Purpose: We demonstrate the feasibility of oTOF-based depth encoding by mitigating light leak 

in single-ended-readout Prism-PET detector modules using tapered crystals. Minimizing light leak 

also improved both energy-based DOI and coincidence timing resolutions.

Methods: The tapered Prism-PET module consists of a 16 × 16 array of 1.5 × 1.5 × 20 mm3 

lutetium yttrium oxyorthosillicate (LYSO) crystals, which are tapered down to 1.2 × 1.2 mm2 at 

the crystal-readout interface. The LYSO array couples 4-to-1 to an 8 × 8 array of 3 × 3 mm2 

silicon photomultiplier (SiPM) pixels on the tapered end and to a segmented prismatoid light 

guide array on the opposite end. Performance of tapered and non-tapered Prism-PET detectors 

was experimentally characterized and evaluated by measuring flood histogram, energy resolution, 

energy- and oTOF-based DOI resolutions, and coincidence timing resolution. Sensitivities of 
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scanners using different Prism-PET detector designs were simulated using Geant4 application for 

tomographic emission (GATE).

Results: For the tapered (non-tapered) Prism-PET module, the measured full width at half 

maximum (FWHM) energy, timing, energy-based DOI, and oTOF-based DOI resolutions were 

8.88 (11.18) %, 243 (286) ps, 2.35 (3.18) mm, and 5.42 (13.87) mm, respectively. The scanner 

sensitivities using non-tapered and tapered crystals, and 10 rings of detector modules, were 

simulated to be 30.9 and 29.5 kcps/MBq, respectively.

Conclusions: The tapered Prism-PET module with minimized light leak enabled the first 

experimental report of oTOF-based depth encoding at the detector module level. It also enabled 

the utilization of thinner (i.e., 0.1 mm) inter-crystal spacing with barium sulfate as the reflector 

while also improving energy-based DOI and timing resolutions.
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1 Introduction

Positron emission tomography (PET) has tremendous potential for early detection of brain 

disorders before the symptomatic onset and accurate differential diagnosis of psychiatric 

disorders or neurodegenerative diseases such as Alzheimer’s disease (AD) due to its 

distinctive ability to directly image molecular markers of neuropathology [1, 2]. PET is also 

playing a burgeoning role in neuro-oncology with emerging radiotracers for noninvasive 

grading of primary brain tumors, delineation of tumor extent, differentiation of tumor 

recurrence from treatment-related changes, surgical or radiotherapeutic planning, assessment 

of response, and post-treatment monitoring [3, 4]. However, low spatial resolution in PET 

limits the quantitative accuracy of small subcortical nuclei such as locus coeruleus (LC) 

which has evident neuropathological changes in the early stages of AD [5], and partial 

volume effect degrades the measurements of tumor uptake [6, 7]. Thus, the improvement in 

spatial resolution is necessary for reliable quantitative PET neuroimaging.

One of the fundamental limits for spatial resolution is annihilation photon acollinearity, 

which can be minimized by a small-diameter and conformal brain PET scanner that arranges 

detectors close to the subject [8]. In addition, the compact and conformal geometry design 

not only reduces costs by using fewer detectors but also increases sensitivity by providing 

a larger solid angle coverage when compared to whole-body cylindrical PET scanners. 

Nevertheless, such a geometry causes substantial image blur due to parallax error (PE) 

not only at the peripheral but also at the center of the field-of-view (FOV). Thus, depth-of-

interaction (DOI) localization is an indispensable capability for the PET detector module 

to correct PE and attain uniform spatial resolution across the FOV [9, 10]. Various DOI 

detectors have been developed in recent years, including dual-ended readout detectors that 

can resolve small crystals but increase the cost by using two photodetectors per detector 

module [11-13], monolithic scintillator detectors that have higher intrinsic spatial resolution 

but suffer from time-consuming calibration procedures and complex positioning algorithms 

[14-18], and single-ended readout detector with light-sharing and segmented crystal array 
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that achieves high resolution at a low cost [19-22]. We recently proposed a practical single-

ended DOI-encoding detector module that utilizes a cuboid crystal array and a segmented 

prismatoid light-guide array, hence the name Prism-PET, for enhanced and localized light-

sharing [23-26]. Our first compact and conformal brain prototype scanner based on the 

Prism-PET detectors has obtained the highest-resolution PET phantom images and enabled 

accurate visualization as well as uptake quantification of small brain nuclei [27, 28].

The effective sensitivity gain due to TOF is estimated as:

TOFgain = α2 2D
cΔt = α2 D

Δx

(1)

, where α is a factor related to image reconstruction, D is object size, c is the speed of 

light, Δt is TOF resolution, and Δx, the uncertainty in spatial localization along the LOR, 

is determined by the TOF resolution [29-31]. This gain is reduced for brain-dedicated PET 

systems, compared to whole-body scanners, due to the smaller object size, and thus, better 

TOF resolution is needed to compensate for the smaller D. Reaching a high TOF gain 

requires mitigating the DOI-induced bias on timing resolution (in the order of 150-200 ps) 

since coincidence events at different DOIs can lead to biased estimation of photon arrival 

times, especially for long crystals (15-25 mm) [21, 32, 33]. Multiple approaches have been 

explored over the years to incorporate the DOI-induced error into the analytical modeling of 

timing resolution in PET detectors [21, 33, 34]. Our contribution to mitigating this degrading 

effect is implementing the time offset correction of three-dimensional (3D) channel ID 

represented by the two-dimensional (2D) crystal ID (axial number, transaxial number) 

as well as the DOI bin number for our Prism-PET prototype scanner, which resulted in 

enhanced timing resolution. [28].

When scintillation photons are generated within a crystal column in a Prism-PET detector 

module, some photons travel downward to trigger the primary SiPM (i.e., primary pixel) 

and some travel upward to the light guide which are then steered to the nearest-neighboring 

crystals and travel downward to trigger the nearest-neighboring SiPMs (i.e., secondary 

pixels, see Figure 1) [28]. Ideally, single-ended light-sharing PET modules with TOF 

information (such as Prism-PET) should be able to estimate DOI using the optical photon 

TOF (oTOF) which is the difference between the primary and secondary timestamps. DOI 

information is intrinsically encoded in multiple light-sharing timestamps with the smallest 

oTOF due to almost simultaneous triggering of primary and secondary SiPMs for photon 

interaction close to the light guide, and the largest oTOF due to photon interaction close 

to the crystal-SiPM interface (Figure 1). However, oTOF-based depth encoding has not yet 

been reported experimentally due to light leak which causes a SiPM to be triggered by 

photons from neighboring crystal and not the crystal that it is coupled to. Light leak (dashed 

arrow in Figure 2a) is caused by 1) the finite gap between crystal and SiPM, which is the 

summation of the thickness of the coupling glue and protective resin [35, 36], and 2) when 

the crystal column extends beyond the pixel’s active area [28, 35].
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In this paper, we develop a next-generation Prism-PET detector module using unilaterally 

tapered crystals to minimize the scintillation light leak at the crystal-readout interface 

(Figure 2(b)), improve both timing and DOI resolutions and enable the potential utilization 

of our novel oTOF-based DOI estimation methods. Here we experimentally characterize 

the tapered and non-tapered (cuboid) [24, 28] Prism-PET module performance in terms of 

flood histogram, energy resolution, DOI resolutions (weighted and combined methods), and 

timing resolution. Furthermore, sensitivities of 10-ring Prism-PET scanners with tapered and 

cuboid modules were evaluated in Geant4 application for tomographic emission (GATE) 

simulation [37].

2 Materials and methods

2.1 Tapered Prism-PET detector module

The tapered TOF-DOI Prism-PET detector module developed in this study comprised of a 

16 × 16 array of 1.5 × 1.5 × 20 mm3 lutetium yttrium oxyorthosillicate (LYSO) crystals 

(Shanghai EBO Optoelectronic Technology CO., China) which were tapered down to 1.2 

× 1.2 mm2 at the crystal-readout interface, as shown in Figure 2. The tapered LYSO array 

coupled 4-to-1 to an 8 × 8 array of 3 × 3 mm2 silicon photomultiplier (SiPM) pixels 

(Hamamatsu Photonics K.K., Japan) on the tapered side and to a prismatoid light guide array 

on the opposite side. The segmented light guide was made of an array of right triangular 

prisms with three unique designs at the center, edge, and corner, which efficiently redirected 

scintillation photons to only the nearest neighboring SiPMs and thus enabled enhanced and 

localized light sharing [23, 24]. Barium sulfate (BaSO4) was used as the reflector material 

between the crystals and prisms to ensure optical isolation.

2.2 Data acquisition and calibration

Data acquisition was implemented by using a TOFPET2 application-specific integrated 

circuits (ASICs) evaluation kit (PETsys Electronics S.A., Portugal) which consisted of 

a TOF front-end board (FEB/D) and two front-end modules (FEM), with each FEM 

containing four TOFPET2 ASIC that read 256 channels [38-40]. SiPMs in the tapered 

module were read out by a TOFPET2 ASIC with 64 channels, and the signal from each 

channel was fed into an analog-to-digital converter (ADC) as well as a time-to-digital 

converter (TDC) to acquire energy and timing information, respectively. To evaluate whether 

the incoming signal is valid, three discriminator thresholds were utilized in the evaluation 

kit including one energy threshold (vth_e) and two timing thresholds (vth_t1 and vth_t2). 

[40]. All ASICs in the evaluation kit were calibrated using the calibration routine in the 

PETsys software before any data acquisition. All acquired list-mode data was processed 

with an energy window of 460–560 keV, a coincidence time window of 15 ns, and 

inter-crystal scatter (ICS) rejection. Given that ASIC circuitry’s calibration is affected by 

large temperature variances, all chips were maintained within 20 ± 0.2 °C by conducting 

experiments in a temperature-controlled chamber.

2.3 Flood histogram

The measurement was performed by uniformly irradiating the tapered Prism-PET module 

with a 1-mm diameter 22Na point source positioned 10 cm away from the module. The 
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same measurements were implemented using our two previously designed 4-to-1 coupled 

Prism-PET modules for comparison: one with 1.4 × 1.4 × 20 mm3 LYSO crystals (1.4-mm 

cuboid Prism-PET module) and the other with 1.5 × 1.5 × 20 mm3 LYSO crystals (1.5-mm 

cuboid Prism-PET module). The two-dimensional (2D) coordinates of flood histogram were 

calculated from the acquired list-mode data using a truncated center of gravity (TCoG) 

method [41]. The flood histogram was segmented using k-means clustering and corrected by 

moving the center of each segmented cluster to its corresponding equally sampled crystal 

region [28, 42].

2.4 Energy resolution

Crystal look-up table (LUT) was generated from the corrected flood histogram and used to 

obtain the energy spectrum for each crystal. The energy spectrum was fitted into a Gaussian 

function with its full width at half maximum (FWHM) value representing the crystal energy 

resolution. The detector module energy resolution was the average energy resolution of all 

crystals.

2.5 DOI resolution

The DOI measurements were performed in coincidence mode using a Prism-PET detector 

module consisting of a 24 × 24 array of 0.9 × 0.9 × 20 mm3 LYSO crystals coupled 9-to-1 

to an 8 × 8 array of SiPMs as a reference module. The tapered Prism-PET module was 

selectively irradiated at 19 depths ranging from 1 mm to 19 mm with a step size of 1 

mm. A lead collimation was used with the same 22Na point source placed at the center of 

the lead cylinder with a 1-mm pinhole. The schematic of the experimental setup for the 

DOI measurements is shown in Figure 3(a). Only coincidence events occurring between the 

tapered module and the crystal with the highest counting statistics in the reference module 

were accepted in order to reject Compton scatter. While previous works utilized a single 

scintillator with SiPM as the reference crystal [35], we used a reference crystal from our 

9-to-1 Prism-PET module to simplify the alignment process to the collimator pinhole (see 

Ref. [25] for the details of experiment setup).

2.5.1 Weighted method—Two weighted methods were used to estimate DOI variables 

for the 1.5-mm tapered Prism-PET module. (1) energy-weighted DOI variable is derived as:

wE = Emax
E

(2)

, where Emax is the maximum intensity signal from the primary SiPM, and E is the total 

detected signals from the primary and light-sharing SiPMs [28, 35]. (2) oTOF-weighted DOI 

variables is estimated as:

woTOF = ∑i = 1
n oTOF i

n = ∑i = 1
n (ti − tp)

n

(3)
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, where tp is the timestamp generated by the primary SiPM pixel and ti is the nearest-

neighbor light-sharing timestamp (LSTS) generated by the secondary SiPM pixel, and n is 3, 

2, and 1 for center, corner, and edge crystals, respectively. The w histograms at five depths 

(2, 6, 10, 14, and 18 mm) were converted to DOI histograms using linear regression to 

calculate the slope between w and the ground-truth DOI [24]. DOI distributions were then 

fitted into Gaussian functions and their FWHM values represented DOI resolutions. Linear 

regression was also used to calculate the correlation between wE and woTOF parameter. The 

same DOI measurements were performed using 1.4-mm and 1.5-mm cuboid modules for 

comparison.

2.5.2 Combined method—We combined the energy-weighted DOI and oTOF-

weighted DOI methods to estimate the DOI of all events at 5 depths. The resultant DOI 

(DOIc) is given as:

DOIc = c1 ⋅ DOIE + c2 ⋅ DOIoTOF

(4)

, where the constants c1 and c2 represent the weighting coefficients that their sum equals 

unity, DOIE is DOI value calculated using the energy information, and DOIoTOF is DOI value 

estimated using oTOF information. Six different combinations of c1 and c2 are employed 

in the equation, with ratios r = c2 ∕ c1 selected as 0/1, 0.1/0.9, 0.2/0.8, 0.3/0.7, 0.4/0.6, and 

0.5/0.5. The DOIc histograms of all depths were plotted and fitted into Gaussian functions 

with their average FWHM values representing DOI resolution for each r.

2.6 Timing resolution

To evaluate timing resolution, a 0.25-mm 22Na point source with radioactivity of 1.85 MBq 

was positioned at the center of pairs of 1.4-mm cuboid, 1.5-mm cuboid, and 1.5-mm tapered 

Prism-PET modules. Figure 3(b) shows the schematic of the experimental setup for the 

timing measurement. The acquired point source data was processed using the time offset 

correction of 3D channel ID represented by the 2D crystal ID (axial number, transaxial 

number) and the DOI bin number [28]. The timestamps for each gamma interaction were 

also corrected with primary and nearest-neighbor LSTSs, thanks to the enhanced and 

localized light sharing in Prism-PET which generates a characteristic pattern of SiPM 

signals. Besides, a LOR-based fine-tuning step was employed to optimize timing resolution 

further [28]. The timing resolution was measured as the FWHM of the Gaussian-fitted 

timing spectrum.

2.7 Sensitivity of simulated scanners

The sensitivities of a 10-ring conformal Prism-PET brain scanner (a long diameter of 38.5 

cm, a short diameter of 29.1 cm, and an axial length of 26.4 cm) using the 1.4-mm and 

1.5-mm cuboid detector modules were first evaluated using GATE simulation. A 70-cm 

line source with 1-mm diameter was filled with 1 MBq 18F and inserted inside a set of 

5 concentric 70-cm aluminum sleeves with known diameters to estimate attenuation-free 

sensitivity [43]. This line source phantom was placed at the center of the FOV and five 
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simulations (starting with all 5 aluminum sleeves and removing one sleeve each time) 

were performed for 100s each. The energy window, energy resolution, and coincidence 

time window were set to 450–650 keV, 10%, and 2.5 ns, respectively. To evaluate the 

sensitivity of the 10-ring Prism-PET brain scanner with tapered modules, acquired list-mode 

data from simulations of the scanner with 1.5-mm cuboid modules were also processed 

to filter the events that occurred outside the tapered crystals. Axial sensitivity profiles and 

system sensitivities, based on the National Electrical Manufacturers Association (NEMA) 

NU2-2018 guidelines [43], were obtained using a single-slice rebinning (SSRB) method 

[27] for original simulation data (scanners with cuboid modules) and truncated simulation 

data (scanner with tapered modules).

3 Results

3.1 Flood histogram and energy resolution

The flood histograms and energy resolutions of each crystal for the 1.4-mm cuboid, 1.5-mm 

cuboid, and 1.5-mm tapered Prism-PET modules are shown in Figure 4. Excellent crystal 

identification was achieved for the entire LYSO array in the tapered module, demonstrating 

that the decoding error was negligible. The average energy resolutions across all crystals 

in the 1.4-mm cuboid, 1.5-mm cuboid, and 1.5-mm tapered modules were 10.94 ± 1.21%, 

11.18 ± 1.37%, and 8.88 ± 1.03%, respectively (uncorrected for saturation). The tapered 

Prism-PET module achieved the best energy resolution compared to the cuboid Prism-PET 

modules.

3.2 DOI resolution

3.2.1 Weighted method—Figure 5 shows DOIE distributions, DOIoTOF distributions, 

and correlation between wE and woTOF for center crystals in cuboid and tapered Prism-PET 

modules at depths of 2, 6, 10, 14, and 18mm. The average DOIE resolutions across five 

depths were 2.59 ± 0.36 mm, 3.18 ± 0.23 mm, and 2.35 ± 0.19 mm FWHM for the 

center crystals in 1.4-mm cuboid, 1.5-mm cuboid, and 1.5-mm tapered Prism-PET modules, 

respectively. The corresponding average DOIoTOF resolutions were 6.45 ± 0.51 mm, 13.87 

± 0.87 mm, and 5.42 ± 0.49 mm FWHM, respectively. The linear correlation coefficients 

between wE and woTOF were 0.80 for the 1.4-mm cuboid module, 0.43 for the 1.5-mm cuboid 

module, and 0.83 for the tapered module. The tapered module achieved the best DOI 

resolutions and the highest correlation, while the poorest DOI resolutions were obtained for 

the 1.5-mm cuboid module. Figure 6 shows DOIE and DOIoTOF distributions for center, edge, 

and corner crystals of the tapered module at five depths. The measured DOIE resolutions 

were 2.35 ± 0.19 mm, 3.70 ± 0.19 mm, and 4.76 ± 0.23 mm FWHM for center, edge, 

and corner crystals, respectively. The best DOIoTOF resolution of 5.42 ± 0.49 mm FWHM 

was obtained using (oTOF1 + oTOF2 + oTOF3) ∕ 3 for the center scenario incorporating three 

nearest-neighbor SiPM pixels. Optimal DOI resolutions of 8.47 ± 0.74 mm and 11.30 ± 

0.39 mm were attained using oTOF1 and (oTOF1 + oTOF2) ∕ 2 for the edge scenario with 

only one nearest-neighbor SiPMs and the corner scenario with two nearest-neighbor SiPMs, 

respectively. The tapered module’s center, edge, and corner crystals attained their best 

DOIoTOF resolutions by employing three, one, and two oTOF values, respectively, validating 
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the effectiveness of three distinct light-sharing designs. By weighting the DOI resolutions 

based on the percentage of crystals in each region within the crystal array (76.56% center, 

21.88% edge, and 1.56% corner), average DOIE and DOIoTOF resolutions of 2.68 mm and 

6.18 mm FWHM were achieved for the tapered Prism-PET module.

3.2.2 Combined method—The combined DOIc resolutions of six ratios (r = 0 ∕ 1, 

0.1/0.9, 0.2/0.8, 0.3/0.7, 0/4/0.6, and 0.5/0.5) for center, edge, and corner crystals are 

shown in Figure 7. An optimal DOIc resolution of 2.25 ± 0.14 mm was achieved when 

employing r = 0.2 ∕ 0.8 for the center crystal. At r = 0.3 ∕ 0.7, the edge and corner crystals 

demonstrated their best DOIc resolutions of 3.33 ± 0.39 mm and 4.13 ± 0.50 mm, 

respectively. Considering all the crystals in the array, the average DOIc resolution of the 

tapered module was 2.52 mm.

3.3 Timing resolution

Timing spectra with the 22Na point source placed at the center of pairs of 1.4-mm cuboid 

modules, 1.5-mm cuboid modules, and 1.5-mm tapered modules are shown in Figure 8. 

The timing resolutions were 254 ps, 286 ps, and 243 ps FWHM utilizing the time offset 

and LSTS corrections of 3D channels together with LOR-based fine-tuning for the 1.4-mm 

cuboid, 1.5-mm cuboid, and tapered modules, respectively.

3.4 Sensitivity of simulated scanners

The axial sensitivity profiles of the 10-ring Prism-PET scanner with 1.4-mm cuboid, 1.5-mm 

cuboid, and tapered modules are shown in Figure 9. The corresponding system sensitivities 

extrapolated from five data sets (beginning with 5 aluminum sleeves and finishing with a 

single sleeve) were 25.0, 30.9, and 29.5 kcps/MBq, respectively.

4 Discussion

Originally, we used a crystal cross-sectional area (CSA) and inter-crystal reflector thickness 

of 1.4 × 1.4 mm2 and 0.2 mm, respectively [24]. However, to increase detector efficiency 

(DE), we changed the design to a crystal CSA and inter-crystal reflector thickness of 

1.5 × 1.5 mm2 and 0.1 mm, respectively [28]. In a 4-to-1 coupled Prism-PET module 

(i.e., 4 crystals overlaying one 3 × 3 mm2 SiPM pixel) with cuboid crystals (called 

cuboid Prism-PET), this new design caused each crystal to exceed the pixel’s active 

area on 2 perpendicular sides by 0.05 mm which exacerbated the scintillation light leak 

and consequently degraded the overall DOI resolution of the detector module by ~ 20% 

compared to that of a cuboid Prism-PET module with the original design (see Figure 

5). Thus, the tapered crystal design was used (Figure 2) in a Prism-PET module (called 

tapered Prism-PET) to minimize scintillation light leak at the crystal-SiPM interface and 

enhance the DOI resolution. Minimizing light leak using tapered crystals and maximizing 

localized light sharing using segmented prismatoid light guides enabled depth-encoding 

using scintillation photon TOF (or oTOFs), which are the difference between the primary 

timestamp (triggered by scintillation photons traveling downward to the primary SiPM) 

and nearest-neighbor light sharing timestamps (triggered by scintillation photons traveling 

upward to the light-guide and steered downward to the secondary SiPMs). Given that both 
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energy values and timestamps are provided in list-mode by the PETsys readout, energy-

based DOI (DOIE) and oTOF-based (DOIoTOF) were weighted averaged to improve the DOI 

localization accuracy with the optimal weighting factors c2/c1 being 0.2/0.8 (i.e., r = 0.25) 

for center crystals and 0.3/0.7 (i.e., r = 0.43) for edge and corner crystals (Figure 7).

In addition, the degradation in DE due to tapered crystals is very small because gamma 

photon interaction follows the Beer-Lambert law and the small volume reduction due 

to tapering is at the tail of the exponential distribution. The system sensitivity of the 

10-ring Prism-PET scanner (see Ref. [28] for the details of the scanner geometry) with 

1.5-mm tapered crystals is 4.5% lower and 15.3% higher than that of the scanners with 

1.5-mm and 1.4-mm cuboid crystals, respectively. Apart from reporting the best DOI 

resolution among other depth encoding detectors with single-ended readout [20, 21], the 

1.5-mm tapered Prism-PET module also achieved enhanced energy resolution (Figure 4) and 

timing resolution (Figure 8) due to substantial reduction in light leak. More specifically, 

improvement in timing resolution is because more scintillation photons that travel downward 

towards the primary SiPM are in fact detected by the primary SiPM instead of diverging 

away and being either undetected due to the non-active inter-pixel gap or detected by the 

neighboring SiPMs (i.e., crosstalk). Note that timing resolution can be further improved by 

optimizing the rising edge discriminator threshold and overvoltage of PETsys TOFPET2 

ASIC [44].

5 Conclusion

The tapered Prism-PET modules with minimized light leak 1) enabled the utilization of 

thinner (i.e. 0.1mm) inter-crystal spacings (filled with BaSO4 reflectors) and 1.5 × 1.5 mm2 

crystal CSA for enhanced sensitivity, 2) improved energy-based DOI localization, and 3) 

to the best of our knowledge, enabled the first experimental report of oTOF-based depth 

encoding at the detector module level. For future work, we will utilize 1.5 mm tapered 

Prism-PET detector modules with our recently developed interleaved multiplexing (iMUX) 

readout [45, 46] to extend the axial FOV of our conformal brain-dedicated PET scanner [28] 

for high-resolution PET neuroimaging in human subjects.
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Figure 1. 
Three different scenarios in which gamma photons interact with Prism-PET module at 

different DOI.
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Figure 2. 
(a) Light leak (dashed arrows) due to the finite gap between crystal and SiPM, which is the 

summation of the thickness of the coupling glue and protective resin, and due to the crystal 

column extending beyond the pixel’s active area. (b) Light leak is minimized by the tapered 

design. (c) Zoom-in schematic and (d) fabricated cross-sectional views of a 4-to-1 coupled 

Prism-PET detector module that crystals start tapering at 5 mm from the crystal-readout 

interface.
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Figure 3. 
Schematics of experimental setups: (a) DOI measurement, (b) Timing measurement.
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Figure 4. 
Flood histograms and energy resolutions (uncorrected for saturation) for the (a) 1.4-mm 

cuboid, (b) 1.5-mm cuboid, and (c) 1.5-mm tapered Prism-PET module obtained with 22Na 

uniform irradiation.
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Figure 5. 
Energy-weighted (wE) DOI distributions, oTOF-weighted (woTOF) DOI distributions, and 

correlation between wE and woTOF for (a) 1.4-mm cuboid, (b) 1.5-mm cuboid, and (c) tapered 

Prism-PET detector module at five depths (2, 6, 10, 14, and 18mm).
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Figure 6. 
DOIE and DOIoTOF distributions for center, edge, and corner crystals in the tapered Prism-PET 

module at five depths (2, 6, 10, 14, and 18mm).
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Figure 7. 
DOIc resolutions as a function of ratio r.
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Figure 8. 
Timing spectra of the 1.4-mm cuboid (black triangle), 1.5-mm cuboid (blue square), and 

tapered (red circle) Prism-PET module using time offset correction with 3D channels 

including LSTS correction and LOR-based fine-tuning.
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Figure 9. 
Axial sensitivity profiles of 10-ring Prism-PET brain scanner with 1.4-mm cuboid (green), 

1.5-mm cuboid (red), and tapered (blue) modules.
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