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Abstract
Biomedical image segmentation is essential in clinical practices, offering critical insights for accurate diagnosis and strate-
gic treatment approaches. Nowadays, self-attention-based networks have achieved competitive performance in both natural 
language processing and computer vision, but the computational cost has reduced their popularity in practical applications. 
The recent study of Convolutional Neural Network (CNN) explores linear functions within modified CNN layer demonstrat-
ing pure CNN-based networks can still achieve competitive results against Vision Transformer (ViT) in biomedical image 
segmentation, with fewer parameters. The modified CNN, i.e., Depthwise CNN, however, leaves the features cleaved off 
in the channel dimension and prevents the extraction of features in the perspective of channel interaction. To effectively 
further explore the feature learning power of modified CNN with biomedical image segmentation, we design a lightweight 
multi-convolutional multi-scale convolutional network block (MSConvNeXt) for U-shape symmetrical network. Specifically, 
a network block consisting of a depthwise CNN, a deformable CNN, and a dilated CNN is proposed to capture semantic 
feature information effectively while with low computational cost. Furthermore, channel shuffling operation is proposed 
to dynamically promote an efficient feature fusion among the feature maps. The network block hereby is properly deployed 
within U-shape symmetrical encoder-decoder style network, named TriConvUNeXt. The proposed network is validated on a 
public benchmark dataset with a comprehensive evaluation in both computational cost and segmentation performance against 
13 baseline methods. Specifically, TriConvUNeXt achieves 1% higher than UNet and TransUNet in Dice-Coefficient while 
81% and 97% lower in computational cost. The implementation of TriConvUNeXt is made publicly accessible via https://​
github.​com/​ziyan​gwang​007/​TriCo​nvUNe​Xt.

Keywords  Biomedical image segmentation · Convolutional Neural Network · Image semantic segmentation ·  
Depthwise convolution

Introduction

Biomedical imaging has long been a cornerstone in the field 
of healthcare, offering clinicians a non-invasive window 
into the inner workings of the human body. The ability to 
visualize and interpret these images, especially in delin-
eating specific anatomical structures, can often dictate 

the course of patient diagnosis and treatment. As such, 
the segmentation of biomedical images, which involves 
the partitioning of an image into meaningful regions, has 
been the subject of intense research focus [1–6]. In recent 
years, deep learning has shown promising performance in 
image processing [7–10], ushering in networks capable of 
unprecedented accuracy and efficiency. Early efforts saw 
the rise of Convolutional Neural Network (CNN) with 
architectures such as Fully Convolutional Network (FCN) 
leading the way [3]. UNet architecture then set a new 
benchmark, enhancing the quality of segmentation with its 
unique encoder-decoder design with skip connection [1]. 
More recently, the self-attention mechanisms from trans-
former have been explored in computer vision, introduc-
ing the potential for even greater detail recognition and 
spatial understanding in biomedical images [11–14]. This 
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continual evolution underscores the rapid advancements in 
the field, each innovation bringing us closer to more precise 
and efficient biomedical image segmentation.

In the study of biomedical image segmentation, UNet 
stands as the most popular network which has been widely 
explored and utilized [1]. The symmetrical encoder-
decoder design adeptly balances the acquisition of both 
high-level and low-level features, cementing its reputation 
as a preferred network for numerous improved version. 
Paving the way for 3D imaging, both 3D UNet [20] and 
V-Net [21] advanced the original UNet to accommodate 
volumetric data, thus widening the ambit to encompass 3D 
biomedical imaging. Taking a different trajectory, PSPNet 
harnessed the concept of pyramid scene parsing, enabling 
nuanced region-based contextual captures that underscored 
its competence in a spectrum of segmentation tasks [22]. 
As an enhancement to the classic UNet, MultiResUNet 
incorporated multiple residual connections into skip 
connections [23], while LinkNet redefined the encoder-
decoder topology for expedited inference [5, 24]. UNet has 
also been a fertile ground for innovations, birthing variants 
like UNet++ [25] and UNet3+ [26]. Leveraging advanced 
techniques—ranging from novel loss designs and attention 
mechanisms to residual learning and dense connections—
these iterations represent the evolution and adaptability of 
the UNet in biomedical image segmentation [27]. The nnU-
Net, with its meticulous architecture tweaks, emerged as a 
benchmark in adaptability across an array of datasets [28].

Motivated by the success of self-attention in natural lan-
guage processing [17], recent studies have witnessed the 
transformer with segmentation networks [11–13, 29–33]. 
Specifically, TransUNet introduced ViT to be utilized 
into bottleneck of UNet to model global range dependen-
cies [34], and SwinUNet further synthesize the prowess of 

shift window-based ViT with the UNet design for biomedi-
cal image segmentation [13, 35]. The computational cost 
of ViT-based network, however, is normally significantly 
higher than CNN-based network.

Outside the realm of segmentation-specific archi-
tectures, various generalized CNN have contributed 
foundational principles, and some of example advanced 
network blocks is briefly sketched in Fig. 1. The neural 
network architecture engineering such as ResNet have 
marked their significance by introducing the innovative 
concept of residual connections, which allows gradients 
to flow freely in deep networks, avoiding the vanish-
ing gradient problem [15]. InceptionNet, also known as 
GoogLeNet, employs a multi-scale processing approach 
with its inception blocks, containing filters of varying 
sizes that operate concurrently, capturing diverse feature 
scales [38]. ShuffleNet, on the other hand, is renowned 
for its unique channel shuffle operation, enhancing the 
efficiency of information flow across channels, while 
MobileNet stands out with its depthwise separable con-
volutions, decomposing standard convolutions into more 
efficient operations suitable for mobile applications [18, 
19]. DenseNet’s distinctiveness comes from its dense 
connections, fostering feature reuse and improved gra-
dient flow [39]. The transformer architectures, initially 
tailor-made for natural language processing, employ self-
attention mechanisms and have found their way into the 
vision domain [17, 40–43]. ConvNeXt employs modi-
fied convolutions, balancing computational cost with net-
work capacity which demonstrates superior performance 
against Transformer [16]. The ConvNeXt, however, lev-
erage only depthwise CNN, could be further explored for 
feature information extraction. Beyond these architec-
tures, specialized techniques like depthwise CNN, graph 

Fig. 1   The illustration of ResNet [15], ConvNeXt [16], Transformer [17], MobileNet [18], ShuffleNet [19], and our proposed MSConvNeXt net-
work blocks
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CNN, dilated CNN, and channel shuffle have expanded 
the capabilities of traditional CNN [6, 19, 44–47], and 
some of typical CNN is illustrated in Fig. 2. The provided 
Fig. 1 offers a visual summation of these architectural 
blocks, including ResNet [15], ConvNeXt [16], Trans-
former [11], MobileNet [18], ShuffleNet [19], and the 
custom block, emphasizing their unique structures and 
functionalities in the realm of deep learning.

Following the recent successes in network architecture 
engineering and the above concern of computational cost, we 
hereby introduce TriConvUNeXt which is with triple modi-
fied CNN-based Multi-Scale Convolutional Network Blocks 
(MSConvNeXt). The contribution can be considered five-fold: 

1.	 Integration of the dilated CNN within the network block 
that adeptly captures multi-scale contextual information 
without adding significant computational overhead.

2.	 Deployment of depthwise CNN within the network 
block, which enhances efficiency by applying a single 
filter per input channel, thus substantially reducing the 
number of parameters and associated computations.

3.	 Incorporation of deformable CNN within the network 
block, empowering TriConvUNeXt to capture expansive 
spatial information, further refining feature extraction.

4.	 The integration of channel shuffling strategies with 
three modified CNN resulting in MSConvNeXt, 
devised to promote a richer cross-talk between fea-
ture channels, resulting in more diverse and detailed 
feature representations.

5.	 The proper design with MSConvNeXt to come up with 
a lightweight yet robust U-shape encoder-decoder net-
work, named TriConvUNeXt, which outperforms exist-
ing CNN- and ViT-based baseline methods.

Approach

The framework for the proposed TriConvUNeXt is illus-
trated in Fig. 3. The architecture adopts a U-shape design, 
characterized by channel contraction and channel expansion 
pathways, termed as encoder i and decoder i, respectively, 
where i ∈ [1, 2, 3, 4] represents the encoder and decoder 

Fig. 2   The illustration of conventional CNN, dilated CNN [36], deformable CNN [37], and depthwise CNN [18]

Fig. 3   The illustration of the 
proposed network with corre-
sponding network blocks. a The 
architecture of TriConvUNeXt, 
b the stem network block, c the 
encoder block with downsam-
pling, and d the decoder block 
with upsampling

(a)

(b) (c) (d)
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at various levels, and both of the encoders and decoders 
possess identical structures (seen in Fig. 3c, d). To coun-
teract the potential loss of surface-level information, skip 
connections are utilized between the encoders and decod-
ers, augmenting the data flow transfer, which is with black 
dash line ⤏ . Upon inputting an image into the network, it 
initially traverses a stem block (seen in Fig. 3b). The stem 
block solely modifies the channel without altering the shape 
of input feature. Subsequently, the feature courses through 
successive encoder modules, each reducing the feature size. 
This successive reduction permits the network to grasp fea-
tures across expansive receptive fields. Notably, drawing 
inspiration from ConvUNext’s design [48], we incorpo-
rated three iterations in the third encoder stage as shown in 
×3 . This intricate design bolsters the networks’ capability 
to distill surface-level features. Following the encoders, the 
feature streams into a series of cascaded decoders. Herein, 
bilinear interpolation progressively enlarges the feature’s 
shape while simultaneously reducing the channel count. 
This enlarged feature map, teeming with the segmenta-
tion target’s rich textural features, empowers the network 
to adeptly extract the feature’s nuanced details within the 
feature domain. In the final stage, a 1 × 1 convolution tail-
gates the decoder to align with the number of classes of 
segmentation inference.

Redesign CNN‑Based Network Blocks

The ViT has marked significant strides in biomedical imag-
ing, as exemplified by networks such as TransUNet [34] and 
SwinUnet [35]. While the prevalent hypothesis attributes 
this success to the critical role of self-attention [11, 17], 
the work in ConvNeXt [16] offers a contrasting perspective, 
demonstrating that, by emulating the transformer architec-
ture, incorporating rudimentary convolutional structures can 
yield competencies on par with more intricate designs.

Drawing from ConvNeXt [16], the self-attention module was 
supplanted by a 7 × 7 depthwise CNN, modeled in line with the 
transformer. Additionally, the multi-layer perception (MLP) of 
transformer was substituted with an inverted bottleneck. The 

resultant architecture manifested exceptional performance 
metrics. However, a discernible limitation was observed: the 
utilization of a large-kernel depthwise, while advantageous for 
capturing extensive feature range within individual channels, 
overlooked inter-channel feature correlations. The inverted 
bottleneck module, despite its ability to amalgamate channel 
information, does not adequately address this limitation.

To rectify this, we segregated the semantic feature infor-
mation into three channel-based clusters, each undergo-
ing distinctive convolutional operations to fortify network 
robustness, named MSConvNeXt. The emergent features 
from these groups are then concatenated along the channel 
dimension. In a subsequent step, a channel shuffling opera-
tion is employed, ensuring diverse channel groupings for 
subsequent iterations. This design not only accommodates 
inter-channel target correlations but also judiciously mini-
mizes the network’s parameter count. The details of pro-
posed MSConvNeXt are illustrated in Fig. 4.

Towards Lightweight UNet

The MSConvNeXt block incorporates three distinct con-
volution types in parallel, each tailored for specific feature 
extraction purposes. At the beginning of the feature inflow 
into the MSConvNeXt block, 25%, 25%, and 50% of the 
input features are randomly selected in the channel dimen-
sion and fed to the deformed CNN, dilated CNN, and depth-
wise CNN, respectively. A shuffled-channel process is then 
deployed to enhance the relevance of the semantic infor-
mation in the channel dimension, enabling that all CNN to 
fully extract the feature information motivated by ShuffleNet 
[19]. In the last step of each MSConvNeXt block sequential 
GELU activation [49] and batch normalization [50] as well 
as linear are applied. Details of each modified CNN used in 
the MSConvNeXt blocks are given below: 

	 (i)	 Deformable CNN: Given the irregular boundary 
characteristics of biomedical images, deformable 
convolution is employed to capture intricate bound-
ary details. Unlike standard convolutions, deformable 

Fig. 4   The illustration of the 
proposed MSConvNeXt block, 
which consists of deformable 
CNN, dilated CNN, and depth-
wise CNN (DWCNN)
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convolutions introduce random offsets in their kernel, 
enhancing adaptability for irregular structures (seen in 
Fig. 5). The standard convolution is defined as:

where Y, X, W denote output feature map, input 
feature map, and convolutional kernel weight, pn : 
a position in the convolution kernel, p0 : a position 
in the output feature map, 

∑

n : sum operation on all 
positions in the convolution kernel.

		    Incorporating deformable convolution introduces 
an offset �pn , resulting in:

		    The key distinction lies in the altered sampling 
position of X. Despite its adaptability, the compu-
tational complexity of deformable convolution can 
be high, particularly with larger kernels. Therefore, 
we set the kernel size for deformable convolutional 
operation with 3 × 3.

Y(p0) =
∑

n

W(pn) ∗ X(p0 + pn)

Y(p0) =
∑

n

W(pn) ∗ X(p0 + pn + �pn)

	 (ii)	 Dilated CNN: The dilated CNN introduces a dilation 
rate to the conventional convolution process with-
out additional computational cost [36]. By manipu-
lating the dilation rate, the receptive field (RP) of 
convolution kernels expands, enhancing both local 
and global context comprehension. An example 
comparison of receptive field between conven-
tional CNN with dilated CNN is briefly sketched 
in Fig. 2a, b. The RP of a convolutional operation 
can be calculated as:

where k is the kernel size of the standard convolutional 
operations, and r is the dilation rate [51]. The paramet-
ric quantities par1 are par1 = 3 × 3 × cin × cout where 
cin, cout denotes the number of channels of the input 
tensor and the output tensor.

		    When the same size of the receptive field is real-
ized with standard convolution, the size of the con-
volution kernel employed is 5 × 5 . At this point, the 
number of parameters par2 required for standard 
convolution is:

RP = k + (k − 1)(r − 1)

Fig. 5   The direct comparison 
of a the standard convolutional 
operation and b the deformable 
convolutional operation
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As can be seen, we can use a smaller number of 
parameters while increasing the receptive field to 
obtain more valuable global features.

	 (iii)	 Depthwise CNN: Depthwise separable convolution 
processes each input feature map channel individu-
ally, subsequently merging outputs via pointwise 
convolution [18, 52]. Relative to traditional convolu-
tion, depthwise drastically diminishes computational 
requirements. In aligning with the long-range feature 
extraction prowess of the transformer, we maintain 
a larger depthwise kernel in MSConvNeXt, sizing it 
at 7 with a padding of 3, mirroring ConvNeXt [16].

		    To juxtapose the parameter count between depth-
wise and standard convolution, consider:

		    For an input feature map of dimensions 
C × N × H ×W , with M output channels and a K × K 
convolution kernel, the standard convolution param-
eters parstd are:

		    The parameters of depthwise convolution pardw : 

		    The comparative ratio is:

		    Depthwise CNN offers a significant reduction 
in convolutional parameters, optimizing efficiency 
without compromising performance.

Experiments and Results

Dataset

The Glas dataset, originating from Gland Segmentation in 
Colon Histology Images Challenge Contest (GlaS) from 
MICCAI Challenge 2015 [53]. It includes 165 images 
obtained from 16 H &E-stained histological sections of colo-
rectal adenocarcinoma at stage T3 or T4. Each section origi-
nates from a unique patient and was processed separately in 
the lab, leading to significant variations across subjects in 
terms of stain distribution and the structure of the tissue. The 
conversion of these histological sections into digital whole-
slide images (WSIs) was performed using a Zeiss MIRAX 
MIDI Slide Scanner, achieving a pixel resolution of 0.465 
µm. The dataset has been splited into 50% for training, and 
the rest 50% is used to test the network with randomly selec-
tion, ensuring no overlap between each sets.

par2 = 5 × 5 × cin × cout

parstd = K × K × N ×M

pardw = K × K × 1 ×M

ratio =
pardw

parstd
=

1

N

Implementation Details

We implemented the proposed method using Python with 
Pytorch library [54]. The experiments were conducted on 
a single Nvidia GeForce RTX 4090 GPU, which offered 
robust computational power and facilitated faster net-
work convergence. The entire runtime, accounting for 
data transfer, network training, and inference, averaged 
around 0.5 h.

For the training process, we employed an optimizer of 
Adam [55], with an initial learning rate set to 0.0015. The 
learning rate was subject to a decay policy, reducing it by a 
factor of 1e-4 every 1 epochs. A batch size of 16 was found 
to strike a good balance between computational efficiency 
and network stability.

Loss

The loss function used to train our network was Dice-
Coefficient-based and Cross-Entropy-based loss, denoted 
as Dice and CE, which has proven effective for segmenta-
tion tasks, ensuring the network’s focus on both local and 
global features. The CE loss can be illustrated as

where ytrue is the actual label value and ypred is the prob-
ability value predicted by the network. log is the natural 
logarithm. The mathematical representation of the Dice loss 
is as follows:

where Predi is the predicted value and i represents the index 
of each pixel. Truei is the true value. Smooth is a very small 
constant (e.g., 1e-5) that prevents the denominator from 
being 0 and improves the stability of the calculation.

Finally, the total of loss in the experiment can be illus-
trated as

where � is a loss weight and � ∈ [0, 1] . It adjusts the rela-
tive importance of Lce and LDice . The � is set to 0.5 in the 
experiment.

Baseline Methods

We conducted a direct comparison of TriConvUNeXt 
against a series of established baseline methods from 
the literature, including FPN [56], PAN [57], PSPNets 
[22], DeepLabV3 [58], UNet [1], ResUNet [59], UNext 

Lce = −
∑

log(ytrue) × log(ypred)

LDice(Pred, True) = 1 −
2 ∗

∑

Predi ∗ Truei + smooth
∑

Pred2
i
+
∑

True2
i
+ smooth

Loss = �Lce + LDice



2317Journal of Imaging Informatics in Medicine (2024) 37:2311–2323	

[60], TransUNet [34], SwinUnet [35], ConvUNeXT [48], 
MRNet-Seg [61], DSCNet [62], and TransAttUnet [63].

Evaluation Metrics

The evaluation metrics utilized in our experiments are 
reported as percentages (%) includes Dice-Coefficient 
(Dice), accuracy (Acc), precision (Pre), sensitivity (Sen), 
and specificity (Spe). In this context, higher values for these 
metrics signify better network performance. In the following 
formulas, TP, FP, TN, and FN represent true positives, false 
positives, true negatives, and false negatives, respectively. 
These metrics provide a comprehensive assessment of the 
network’s performance across various aspects. In the context 
of segmentation or classification:

•	 True positives (TP): Correctly predicted positive cases.
•	 False positives (FP): Incorrectly predicted positive cases 

(actually negative).

•	 True negatives (TN): Correctly predicted negative cases.
•	 False negatives (FN): Incorrectly predicted negative 

cases (actually positive).

(1)Dice =
2TP

2TP + FP + FN

(2)Accuracy =
TP + TN

TP + TN + FP + FN

(3)Precision =
TP

TP + FP

(4)Sensitivity =
TP

TP + FN

(5)Specificity =
TN

TN + FP

Fig. 6   The example raw images, 
corresponding ground truth, and 
segmentation inferences
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Additionally, the computational cost of our proposed 
method with all baseline methods, as quantified by the num-
ber of network parameters (Par), underscores its efficiency, 
and practical applicability is also reported.

Qualitative Results

Figure 6 demonstrates example raw images, correspond-
ing ground truth (GT), and the segmentation predictions 
by TriConvUNeXt as well as all baseline methods. These 
visual results provide a clear demonstration of the efficacy 
of TriConvUNeXt in capturing intricate details and pat-
terns in the images. It is worth mentioning that SwinUNet 
shows the worst performance compared to other networks 
[35]. We speculate this is due to the dataset size limitation, 
which makes it difficult for self-attention to obtain valuable 
long-range features, and the self-attention “breaks down” in 
shallow networks.

Figure 7 illustrates the detailed comparisons of the seg-
mentation result boundaries produced by each network. 
Significant boundary differences are highlighted with red 

arrows, and the blue arrows indicate where two cells are 
distinctly segmented, whereas other networks merge two 
cells into a single ROI. The boundary of the ROI by TriCon-
vUNeXt is also emphasized with a larger zoomed-in blue 
box, demonstrating smoother transitions. TriConvUNeXt 
achieves greater robustness in complex segmentation tasks 
compared to other baseline networks.

Quantitative Results

Our quantitative analysis provides a direct comparison of 
TriConvUNeXt against other existing baseline methods in 
Table 1. A comprehensive evaluation of segmentation per-
formance and computational cost is reported. A deeper dive 
into the performance of each image on test set is visual-
ized in Fig. 8, which presents via box plots for the distribu-
tion of Dice, specificity, and precision metrics. These plots 
effectively depict that the TriConvUNeXt is more likely to 
predict with more TP and TN but less FP and FN pixels. In 
additional, our proposed TriConvUNeXt is with only 3.3M 
trainable parameters in total, which is significantly lower 

Fig. 7   The example ground 
truth and corresponding seg-
mentation inferences
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than current popular networks such as TransUNet [34], Swi-
nUNet [35], MRNet-Seg [61], ResUNet [59], DeepLab [58], 
and TransAttUNet [63].

Ablation Study

To validate the individual contribution of each component 
in our proposed network block, we conducted an exhaus-
tive ablation study. The results of this study are summa-
rized in Table 2. Starting with a basic version within only 
a single modified CNN been deployed, we incrementally 
incorporated deformable convolutions, dilated convolu-
tions, and depthwise convolutions (denoted as DWCNN 

in Table 2). Each of these components plays a critical role 
(with ✓ ) in improving the segmentation performance, as 
evident from the consistent improvement in the Dice, Acc, 
Pre, Sen, and Spe.

A few key observations from our ablation study include 
the following:

•	 The combination of deformable and dilated convolutions 
resulted in superior performance in terms of Dice and 
Acc compared to using them solely.

•	 Depthwise convolution brought a significant boost 
in precision without significantly affecting the net-
work’s specificity.

Table 1   The experimental 
results of TriConvUNeXt 
against other baseline methods 
on test set

The best performance is highlighted with bold

Network Par Dice Acc Pre Sen Spe

UNet [1] 17.3M 90.98 90.95 92.23 89.92 91.87
FPN [56] 4.2M 90.88 90.74 91.34 90.54 90.56
PAN [57] 2.4M 90.75 90.56 90.65 90.96 89.80
PSPNet [22] 0.9M 88.30 88.17 88.98 87.73 88.27
DeepLabV3 [58] 12.7M 91.19 91.04 91.32 91.13 90.64
ResUNet [59] 32.5M 90.45 90.44 91.69 89.43 91.19
UNext [60] 1.5M 89.28 89.20 90.03 88.65 89.40
TransUNet [34] 108.1M 89.81 89.53 89.37 90.32 88.52
SwinUnet [35] 41.3M 77.37 74.40 70.51 85.90 62.32
ConvUNeXT [48] 3.5M 90.31 90.19 90.91 89.78 90.40
MRNet-Seg [61] 36.2M 88.85 88.40 87.24 90.63 85.68
DSCNet [62] 2.1M 88.13 87.63 86.46 89.90 84.88
TransAttUnet [63] 26.0M 91.03 90.83 90.80 91.32 90.26
TriConvUNeXt 3.3M 91.41 91.32 92.41 90.57 91.80

Fig. 8   Box plots representing the distribution of Dice and precision on the test set
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Table 2   The ablation study of 
proposed MSConvNeXt block 
within the TriConvUNeXt 
network

The best performance is highlighted with bold

Deformable Dilated Depthwise Dice Acc Pre Sen Spe

✓ 0.8153 0.8054 0.7906 0.8426 0.7667

✓ 0.8935 0.8889 0.8730 0.9158 0.8586

✓ 0.9020 0.9018 0.9077 0.8981 0.9036

✓ ✓ 0.9027 0.9019 0.9077 0.9003 0.9013

✓ ✓ 0.8976 0.8958 0.8937 0.9024 0.8871

✓ ✓ 0.9100 0.9092 0.9171 0.9040 0.9119

✓ ✓ ✓ 0.9141 0.9132 0.9241 0.9057 0.9180

Fig. 9   The training history of 
segmentation loss according to 
training epoch

Fig. 10   Analysis between 
computational cost and 
segmentation performance of 
TriConvUNeXt against baseline 
networks
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•	 The full configuration, which includes all three components—
deformable, dilated, and depthwise CNN—yielded the best 
overall results, outperforming all other combinations.

These findings affirm that our proposed network block, 
built upon a synergy of deformable, dilated, and depthwise 
convolutions, is both innovative and valuable. The inclusion 
of channel shuffle further harmonizes the interplay of these 
components, ensuring a lightweight yet robust performance 
for biomedical image segmentation.

Advantages and Limitations

The segmentation robust and the computational complexity 
comparison are analyzed to better represent the advantages 
of the proposed TriConvUNeXt. Figure 9 illustrates the 
training history of the loss convergence of TriConvUNeXt 
as well as other networks. Although TriConvUNeXt is with 
a slightly higher segmentation loss compared with Tran-
sUNet [34], TriConvUNeXt demonstrates better segmen-
tation performance on the test set, which proves that our 
proposed lightweight network is able to avoid the occurrence 
of overfitting. In addition, TriConvUNeXt outperforms the 
transformer-based network with significantly less compu-
tational resources, which is detailed illustrated in Fig. 10 
demonstrating that the TriConvUNeXt with lowest FLOPs 
accompanied by the highest segmentation performance com-
pared to other networks.

Conclusion

In the rapidly evolving realm of biomedical image segmen-
tation, the quest for efficiency without compromising accu-
racy is paramount. Our work, centered on the design and 
implementation of TriConvUNeXt, stands as a testament to 
this endeavor. By ingeniously amalgamating dilated CNN, 
depthwise CNN, and deformable CNN, we introduced a dis-
tinctive MSConvNeXt network block that adeptly captures 
intricate image features. The incorporation of channel shuf-
fling further enhances the interplay between feature chan-
nels, ensuring richer representations. A publicly available 
dataset is utilized for evaluation of the proposed method 
and other 13 state-of-the-art methods. It is worth noting that 
our proposed U-shaped network, TriConvUNeXt, achieves 
competitive performance against ViT-based UNet and other 
modified UNets with only 3.3M trainable parameters, which 
is over 30 × lower than TransUNet.

In conclusion, TriConvUNeXt not only sets a new bench-
mark in terms of performance metrics but also underscores 
the potential of innovative design choices in advancing the 
state-of-the-art. As biomedical imaging continues to be a 
linchpin in modern healthcare, computationally efficient 

networks with promising performance pave the way for real-
world clinical settings. In the future, we aim to further study 
convolutional operations, especially when tackling regions 
of interest with tubular structures, which are challenging but 
common in biomedical image segmentation tasks.
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