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Abstract
Objective  Distraction osteogenesis is a primary treatment for severe mandibular hypoplasia. Achieving the ideal 
mandible movement direction through precise distraction vector control is still a challenge in this surgery. Therefore, 
the aim of this study was to apply Optical See-Through (OST) Augmented Reality (AR) technology for intraoperative 
navigation during mandibular distractor installation and analyze the feasibility to evaluate the effectiveness of AR in a 
phantom experiment.

Methods  Phantom was made of 3D-printed mandibular models based on preoperative CT scans and dental arch 
scans of real patients. Ten sets of 3D-printed mandible models were included in this study, with each set consisting 
of two identical mandible models assigned to the AR group and free-hand group. 10 sets of mandibular distraction 
osteogenesis surgical plans were designed using software, and the same set of plans was shared between the AR and 
free-hand groups. Surgeons performed bilateral mandibular distraction osteogenesis tasks under the guidance of 
AR navigation, or the reference of the preoperative surgical plan displayed on the computer screen. The differences 
in angular errors of distraction vectors and the distance errors of distractor positions under the guidance of the two 
methods were analyzed and compared.

Results  40 distractors were implanted in both groups, with 20 cases in each. In intra-group comparisons between 
the left and right sides, the AR group exhibited a three-dimensional spatial angle error of 1.88 (0.59, 2.48) on the left 
and 2.71 (1.33, 3.55) on the right, with P = 0.085, indicating no significant bias in guiding surgery on both sides of the 
mandible. In comparisons between the AR group and the traditional free-hand (FH) group, the average angle error 
was 1.94 (1.30, 2.93) in the AR group and 5.06 (3.61, 9.22) in the free-hand group, with P < 0.0001, resulting in a 61.6% 
improvement in accuracy. The average displacement error was 1.53 ± 0.54 mm in the AR group and 3.56 ± 1.89 mm in 
the free-hand group, with P < 0.0001, indicating a 57% improvement in accuracy.
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Introduction
The innovation of mandibular distraction osteogenesis 
(MDO) has revolutionary significance for patients with 
severe mandibular hypoplasia, hemifacial hypoplasia, 
and some syndromic disorders. McCarthy conducted the 
first MDO in 1992 [1, 2], . After decades of development, 
MDO has become the primary method for treating such 
conditions [3].

However, the stability and accuracy of MDO surgeries 
have been a subject of ongoing debate. Due to distraction 
osteogenesis being a continuous process, the results of 
distraction may not always align with the intended out-
comes for various reasons. This could potentially lead to: 
①Anterior or posterior open bite, malocclusion. ②Man-
dibular rotation, resulting in deviation or asymmetry [4].

Because the mandible moves for a long time, it is bet-
ter to use internal distractors for installation. Hence, the 
precision of MDO surgery can be enhanced by focusing 
on vector control and carefully selecting the place for 
distractor installation [5–7]. Due to the widespread use 
of digital technology, virtual surgical planning(VSP) has 
become a standard preoperative preparation process. 
The vector of distraction is also determined during the 
simulated surgery. The traditional process for distraction 
osteogenesis involves three main stages. First, computer-
assisted design is used to plan the surgery. Second, the 
distractors are pre-bent to fit the bone surface based on 
the surgical plan and applied to 3D-printed skull mod-
els. Finally, the pre-bent distractors are implanted into 
the surgical area during the actual procedure [8]. In each 
of these stages, the virtual surgical plan undergoes two 
transfers, and errors may occur at each step. These errors 
are challenging to detect or estimate and may accumu-
late over the process. Therefore, the challenge lies in how 
to transfer the designed distraction vector into the actual 
surgical procedure.

To enhance the transfer of distraction vectors from VSP 
to the actual surgical procedure, the current mainstream 
approach involves the use of CAD/CAM (Computer-
Aided Design/Computer-Aided Manufacturing) tem-
plates to assist in the positioning of distractors [9]. While 
most studies have reported positive outcomes with this 
method, CAD/CAM templates still have some limita-
tions, including: ①The preoperative design process can be 
time-consuming and labor-intensive, requiring multiple 

preoperative preparations. ②The limited space within the 
mandibular surgical field can make distractor placement 
challenging. Inserting guide plate and other instruments 
deeply into this confined area can lead to excessive soft 
tissue dissection and, in some cases, necessitate extra-
oral incisions. ③Distractors may not adequately adapt to 
irregular bone surfaces, potentially causing deformation 
and altering their distraction vectors after fixation [10, 
11]. Some researchers have proposed the use of surgical 
navigation to guide the implantation of distractors for 
controlling distraction vectors [12]. However, traditional 
navigation devices in surgery have substantial drawbacks. 
To enhance tracking accuracy, they often require extra-
oral incisions, resulting in additional open scars. More-
over, traditional navigation systems have long suffered 
from significant hand-eye coordination issues. Surgeons 
frequently need excellent visual-spatial skills, memory, 
and extensive experience in surgical navigation to oper-
ate effectively. Some researchers have also experimented 
with using robots to help place distractors in animal 
models. However, this research is still in its preliminary 
stages and requires further development and validation.

Utilizing augmented reality (AR) navigation technol-
ogy may be an innovative approach to address these 
issues. AR is a technology that combines computer-gen-
erated virtual information with the real world to provide 
an enhanced visual and perceptual experience. During 
surgery, if we can use optical see-through (OST) head-
mounted display devices (HMD) to project the preopera-
tive virtual surgical plan directly onto the surgical area 
through holographic projection [13]. Surgeons obtain 
guidance on surgical targets from a first-person perspec-
tive, facilitating three-dimensional vector control and 
placement of distractors. This provides the most direct 
intraoperative guidance. Currently, in fields such as spinal 
surgery and neurosurgery, there are already precedents 
for using AR navigation for intraoperative guidance. 
Notably, Augmedics has developed an AR-guided spinal 
screw placement system that has received FDA (Food 
and Drug Administration of America) approval [14].

Therefore, this study will explore a surgical navigation 
approach utilizing OST-AR to guide distraction vectors 
in MDO surgery. The efficacy of this method will be com-
pared with that of traditional MDO surgery. This study is 
a research experiment conducted using a phantom.

Conclusion  Augmented Reality technology for intraoperative navigation in mandibular distraction osteogenesis 
is accurate and feasible. A large randomized controlled trial with long-term follow-up is needed to confirm these 
findings.

Trial Registration  The project has been registered with the Chinese Clinical Trial Registry, with registration number 
ChiCTR2300068417. Date of Registration: 17 February 2023.

Keywords  Augmented reality, Mixed reality, Distraction osteogenesis, Surgical navigation
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Materials and methods
Research subjects
This manuscript complies with the Consolidated Stan-
dards of Reporting Trials (CONSORT) guidelines. A 
CONSORT checklist has been completed and is attached 
as an additional file to provide detailed information on 
the trial’s design, analysis, and interpretation. This paper 
is a randomized trial. In this section, the research subjects 
consist of 3D-printed mandibular models based on pre-
operative CT scans and dental arch scans of real patients. 
The positioning and fixation tasks of the distractors in 
the study are all based on these models. Inclusion crite-
ria are as follows: (1) Bilateral mandibular hypoplasia; (2) 
Intact mandibular anatomical structure; (3) Patients aged 
over 18 years. Exclusion criteria included: (1) Refusal to 
participate in the study; (2) Patients with abnormal man-
dibular morphology due to conditions such as tumors, 
unsuitable for distractor fixation. In the pilot phase of our 
experiment, we aimed to establish the minimum sample 
size required to achieve a 90% statistical power at a 5% 
significance level for detecting differences between two 
methods, augmented reality and free-hand. The sample 
size was determined through a power analysis using the 
independent samples t-test. This analysis was conducted 
using the TTestIndPower tool from the Statsmodels 
library, which calculated that approximately 10 samples 
per group are necessary to ensure robust and statistically 
significant results. A total of 10 patients were included 

in this study, comprising 6 males and 4 females, with an 
average age of 23.6 years, ranging from 18 to 39 years. 
Among them, 4 patients presented with mandibular body 
hypoplasia, 3 with mandibular ramus hypoplasia, and 3 
with total mandibular hypoplasia. Then we using Pro-
plan CMF 3.0, real CT and dental scan data of 10 patients 
were computationally matched to generate mandibu-
lar Stereolithography (STL) models with high-precision 
dental data. These models were then imported into a 
high-precision 3D printing resin printer for mandibular 
model printing. 20 mandibles, comprising 10 pairs, were 
printed. These 3D-printed models, scaled at a 1:1 ratio, 
accurately replicated the patients’ mandibular anatomical 
structure and morphology, with the dental portion pre-
cision suitable for bite plate placement. Thus, we estab-
lished a total of 20 phantom samples comprising 10 pairs 
of mandibular hypoplasia deformities as the subjects for 
this experiment.The overall workflow is illustrated in 
Fig.  1. This part of the research adheres to the relevant 
regulations concerning human research as outlined in 
the “Helsinki Declaration” and has been approved by the 
Medical Ethics Committee of Guangxi Medical Univer-
sity Affiliated.

Stomatological Hospital, with ethics number 
2,023,005. The project has been registered with the Chi-
nese Clinical Trial Registry, with registration number 
ChiCTR2300068417 at 2023-02-17.

Fig. 1  Overall workflow diagram
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Equipment and software requirements
The study utilized a range of equipment and software, 
including the Microsoft HoloLens 2 Developer Edition 
from Microsoft (USA), an Augmented Reality Medical 
Imaging System V1.2.6 from Ziweidixing Digital Tech-
nology Co., Ltd. (China) is used for ntraoperative navi-
gation. Proplan CMF 3.0 is used for preoperative virtual 
surgical planning. 3-Matic 13.0 is used for model editing 
and postoperative measurements. Mimics 21.0 is used 
for importing CT data, all from Materialize (Belgium). 
Stryker equipment, including the TPS power unit and 
MD Series Micro-Drill, was employed, sourced from 
Stryker Corporation (USA). The study also used the New-
Tom VGI High-Definition Large-Field CBCT machine 
provided by QR-S.R.L. (Italy) and 3Shape TRIOS A/S 
oral scanner (Tæven Intraoral Scanning Equipment 
Ltd., Denmark); Cibei Titanium Mandibular Distractors 
(model numbers X0101L-20 and X0101R-20) from Cibei 
Medical Equipment Co., Ltd. (China). Additionally, 3DS 
Max 2021 software from Autodesk (USA) and a Dell 
Inspiron 15-1577 laptop computer from Dell Inc. (USA) 
were included in the research equipment and software 
inventory (Fig. 2).

Preoperative planning preparation
In Proplan CMF3.0, point-to-point and global registra-
tion were performed to merge the mandibular bone data 
obtained from CBCT scans with dental arch scan data, 
resulting in high-definition dental and mandibular STL 
models. These STL models served as the mandibular 
models used in this study. In Proplan CMF, a bite plate 

based on the high-definition dental arch was created. The 
generated STL model was then imported into 3DSMax 
2021 software, where a “T-shaped frame,” as shown in the 
diagram below, was designed. This frame was combined 
with the bite plate model, thus completing the three-
dimensional model design for the dental arch-based reg-
istration device.

Dental arch-based registration device three-dimen-
sional model, and the digital three-dimensional model of 
the distractor used in this study (provided by Cibei Medi-
cal Equipment Co., Ltd.) were imported into 3-Matic 13.0 
software. Using a combination of rotation and transla-
tion, the distractor three-dimensional model was posi-
tioned in either the mandibular ramus or the body’s bone 
surface, with the reference to clinical real cases to design 
the specific fixation location and direction of distraction, 
ensuring bilateral distraction vectors remain parallel in 
the sagittal plane. Mild overlap between the distractor’s 
fixation arm and the mandibular model was permitted. 
Following the adjustment of bilateral distractor positions 
as described above, the preoperative planning for distrac-
tion vectors in this part of the study was completed.

Dental arch-based augmented reality holographic 
projection registration device and holographic image 
production
We used the Vuforia software development kit, which 
can utilize the contour feature points of targets combined 
with the Hololens2 built-in inertial measurement unit to 
accurately identify and track the spatial position of the 
target model and perform precise image projection. To 

Fig. 2  The main equipment and materials needed for the experiment (A. dental arch-based registration device, B. Microsoft HoloLens 2, C. Dell laptop D. 
phantom mandible., E. Distractor, F. Surgical tool)
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facilitate the positioning of mandible, we designed this 
registration device based on the dental arch. Its main 
structure consists of an occlusal splint and an inverted 
T-shape frame. The occlusal splint allows the device to 
accurately fit into the lower dental arch. With the use 
of appropriate temporary bonding materials, the regis-
tration device and the mandible become a rigidly fixed 
structure. The inverted T-shaped frame serves two func-
tions: firstly, it can be recognized by the binocular RGB 
camera of the HoloLens using contour recognition tech-
nology to locate its three-dimensional spatial position, 
thereby enabling accurate projection of holographic 
image guidance information in three-dimensional space. 
Secondly, we have designed an observation module at 
the top of the frame with parallel xyz axes, allowing us 
to observe during surgery whether the holographic image 
overlaps with it, thereby assessing the accuracy of the 
current holographic image projection. The positioning 
method of this registration device is similar to that of the 
real surgical occlusal splint, thus it can realistically simu-
late the wearing situation during actual surgery.

When using augmented reality glasses to view the 
world, one may encounter challenges with perceiving 
depth and experiencing cognitive interference when 
interacting with holographic displays. Instead of using 
the conventional method of projecting images through-
out the whole observation and operation area, we uti-
lize a simpler image model strategy. The team trims the 
digital model of the distractor to retain only the front 
and rear segments of the sleeve, minimizing informa-
tion interference in the surgical area and ensuring the 
effectiveness of navigational information. The resulting 
in-surgery projected images are as shown in the figure 
(Fig. 3) and video (Link). The flow chart of the system is 
shown in the figure (Fig. 4).

Surgical tasks
All surgical tasks were performed by one orthogna-
thic surgeon from our hospital. The study used a paired 
design with two sets of surgical tasks, each consisting of 
10 surgical tasks. The same surgical plan was used for 

both the experimental group and the control group. The 
experimental group, consisting of 10 cases, was guided by 
AR navigation for distractor installation (n = 10). The con-
trol group, on the other hand, was the free-hand group, 
and the installation of the distractors was guided by the 
surgical plan on a computer and the surgeon’s experi-
ence. Distractors were installed bilaterally in both groups 
(Figs. 5 and 6).

The surgical sequence for the subjects in the same 
group was conducted randomly. To prevent potential 
bias in the study results due to the surgeon’s memory of 
distractor placement, the surgeon initially completed all 
the surgical tasks for the AR group. After an interval of 
15 days (about 2 weeks), the surgeon began performing 
the tasks for the free-hand group.

During the surgical procedures in the AR group, the 
surgeon positioned the dental arch-based registration 
device on the mandibular dental arch to ensure its cor-
rect placement. After confirming the accurate placement, 
the surgeon donned the Microsoft HoloLens 2 and oper-
ated it through “air tapping” and voice commands. The 
first step involved aligning the holographic images. After 
achieving precise overlap through automatic registration 
based on the three-dimensional contour of the registra-
tion device, combined with coordinate fine-tuning, the 
sleeve was aligned with its holographic image following 
guidance from the holographic image of the distractor’s 
sleeve. Simultaneously, the fixation arm of the distractor 
was shaped. Once the sleeve and its holographic image 
were perfectly aligned, reaching the target position, and 
the fixation and opposing arms conformed entirely to 
the bone surface, titanium screws were used to tempo-
rarily secure the distractor. A CBCT scan was performed 
to record the actual postoperative distraction vector and 
distractor position.

The distinction between the surgical tasks performed 
by the free-hand group and the AR group is that in the 
free-hand group, the surgeon determined the distrac-
tion vectors and fixed positions of the distractor during 
the surgery by observing a computer screen and referring 
to the three-dimensional models of the mandible and 

Fig. 3  (A) dental arch-based registration device and its contour. (B) simplified image model strategy of the distractor. (C) holographic Image illustration: 
registration device (red) and simplified distractor (yellow), mandible is invisible
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distractor from the virtual surgical plan. The other jobs 
in the workflow were identical to those in the AR group. 
After reconstructing three-dimensional models from the 
captured CBCT DICOM data using Proplan 3.0, they 
were imported into 3-Matic 13.0 alongside the preopera-
tive planned three-dimensional models. The reconstruc-
tion threshold for the three-dimensional models was 

kept consistent with the preoperative settings. Using the 
point-to-point registration and global registration func-
tions in the 3-matic13.0, the mandibular portion of the 
preoperative plan was precisely aligned with the corre-
sponding segment in the postoperative 3D model. This 
process allowed for the spatial matching of the preop-
erative and postoperative mandibles in the coordinate 

Fig. 5  Actual image projection captured by HoloLens 2 (A. front view B. lateral view)

 

Fig. 4  The flow chart of AR-based MDO navigation system
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system, with the positional differences of the distractor 
before and after surgery representing the surgical devia-
tions from the preoperative design. A line that runs par-
allel to the distractor sleeve was drawn at the middle of 
the outer surface at both ends of the three-dimensional 
models of the planned distractor sleeve before surgery 
and the actual distractor sleeve after surgery. This line 
represented the distraction vector, with the midpoint of 
this line indicating the distractor’s position. The angle 
and distance differences between the lines in the preop-
erative planned and postoperative actual models respec-
tively represented the angle error of the postoperative 
actual distraction vector and the position error of the 
distractor.

Statistical analysis
The data were analyzed using SPSS software version 18.0 
(SPSS Inc., Chicago, IL, USA). We used the Shapiro-
Wilk test to verify the normality of data distribution for 
both groups. Normally distributed data, such as Distrac-
tor Position Translation Errors, were analyzed using an 
independent t-test. For non-normally distributed data, 
like Distraction Vector Errors, we employed the Mann-
Whitney test. Statistical significance was determined at 
p < 0.05.

Results
Comparison of left and right side of distraction vector 
errors in both experimental and control groups
20 distractors were implanted in each group, with 10 
placed on each side. The table displays the angle errors of 
distraction vectors for each side, as indicated in Tables 1 
and 2. The registration of preoperative and postopera-
tive models, along with the schematic of the coordinate 
axes, is shown in Fig. 7. The differences between the left 
and right sides were not statistically significant in three-
dimensional space (P = 0.085), coronal plane (P = 0.436), 
horizontal plane (P = 0.529), and sagittal plane (P = 0.726). 
This suggests that the accuracy in determining distrac-
tion vectors on the left and right sides under augmented 
reality holographic image guidance did not exhibit signif-
icant differences.

Comparison of distraction vector errors between the AR 
group and free-hand group
As shown in Table  3, the data indicates significant dif-
ferences compared AR group with FH group in three-
dimensional space, angle errors in the horizontal and 
sagittal planes. However, there were no significant differ-
ences in errors in the coronal plane.

Table 1  The angle errors for distraction vectors in degrees for 
both sides in the AR group

AR Group - Left AR Group 
- Right

P 
Value

Three-Dimensional 
Space (°)

1.88 (0.59, 2.48) 2.71 (1.33, 3.55) 0.085

Coronal Plane, xy (°) 2.09 (0.49, 3.51) 2.22 (0.95, 4.22) 0.436
Horizontal Plane, xz (°) 1.00 (0.70, 2.66) 2.23 (0.58, 6.04) 0.529
Sagittal Plane, yz (°) 1.68 (0.42, 2.04) 0.77 (0.42, 3.05) 0.726
Note: Data are represented by the median (P25, P75)

Abbreviation: AR: Augmented Reality

Table 2  Angle errors for the Free-Hand Group on both sides
FH Group - Left FH Group 

- Right
P 
Value

Three-Dimensional 
Space (°)

3.99 (3.58, 9.60) 7.10 (3.33, 9.85) 0.739

Coronal Plane, xy (°) 0.91 (0.56, 6.85) 2.80 (1.56, 9.52) 0.21
Horizontal Plane, xz (°) 4.51 (2.05, 10.35) 4.73 (0.87, 10.17) 0.684
Sagittal Plane, yz (°) 3.77 (1.83, 9.73) 5.75 (2.53, 9.49) 0.853
Note: Data are represented by the median (P25, P75)

Abbreviation: FH: Free Hand

Fig. 6  Surgery task of (A) AR group and (B) free-hand group
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Comparison of preoperative planned and postoperative 
actual distractor position translation errors in the AR group 
and free-hand group
The translational errors between preoperative planned 
and postoperative actual distractor positions for the 
AR group and free-hand group are presented below 
(Table  4). Both sets of data followed a normal distribu-
tion, and statistical analysis was performed using Stu-
dent’s t-test. In the AR group, the distance error between 
preoperative planned and postoperative actual distractor 

positions was significantly smaller in terms of Euclidean 
distance (P < 0.001), horizontal direction (P = 0.004), and 
vertical direction (P < 0.001) when compared to the free-
hand group. However, there was no significant difference 
between the two groups in the anterior-posterior direc-
tion (P = 0.121).

Discussion
Although VSP technology has been widely used, the 
precision of distraction osteogenesis procedures for the 
mandible has not yet reached the level of orthognathic 

Table 3  The angle errors in various dimensions between the AR 
group and FH group

AR Group FH Group P Value Accuracy 
promotion

Three-Dimen-
sional Space (°)

1.94 (1.30, 
2.93)

5.06 (3.61, 
9.22)

< 0.0001**** 61.6%

Coronal Plane, 
xy (°)

2.22 (0.73, 
3.79)

1.89 (0.64, 
7.12)

0.784 -

Horizontal 
Plane, xz (°)

1.48 (0.69, 
3.76)

4.51 (2.04, 
9.44)

0.0095** 67.2%

Sagittal Plane, 
yz (°)

1.24 (0.44, 
2.72)

3.87 (2.37, 
9.17)

0.0005*** 68.0%

Note: Data are represented by the median (P25, P75).

Abbreviation: AR: Augmented Reality; FH: Free Hand

Table 4  Preoperative Planned and Postoperative Actual 
Distractor Position Translation Errors

AR Group FH Group P Value Accuracy 
promotion

Euclidean 
Distance (mm)

1.53 ± 0.54 3.56 ± 1.89 < 0.0001**** 57%

Horizontal 
(mm)

0.39 ± 0.26 0.75 ± 0.43 0.003** 48%

Vertical (mm) 0.99 ± 0.56 2.95 ± 1.81 < 0.0001**** 66.4%
Anterior-Pos-
terior (mm)

0.91 ± 0.57 1.43 ± 1.33 0.117 -

Note: Data is presented as `X ± SD.

Abbreviation: AR: Augmented Reality; FH: Free Hand; mm: millimeter

Fig. 7  Registration of preoperative and postoperative models & Coordinate axis diagram of the mandible
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surgery, limiting the use and development of this tech-
nique { [15] #61} { [16] #98} {Wang, 2019 #38}. According 
to the definition by Cleary and Peters of surgical guidance 
or image-guided surgery: surgeons use computer-based 
virtual images, preoperative or intraoperative, overlaid 
for visualization and targeting patient anatomy during 
medical procedures { [17], #44}. Undoubtedly, augmented 
reality navigation fits this concept most aptly. Utiliz-
ing HMD-AR technology, the surgical plan is directly 
displayed in the surgeon’s field of view, facilitating the 
guidance of the surgical process and even allowing for 
real-time verification of surgical accuracy { [18] #67}. 
Gibby utilized augmented reality technology to assist in 
spinal screw implantation, and they achieved implanta-
tion angles and distances that were non-inferior to those 
in the conventional control group [19]. However, they 
find significant advantages in terms of surgery time and 
the elimination of the need for additional X-ray imag-
ing during surgery. In the earlier phase of our research 
team’s work, we use HoloLens 2 for positioning of maxil-
lary distractors, we achieved improved control of distrac-
tion vectors [20]. Nevertheless, in contrast to our prior 
research, the current study encompasses not only the 
control of distraction vectors but also the bone-surface 
fit between the distractor’s fixed arm and the resisting 
arm. Importantly, this study is the first to use AR tech-
nology as a bridge between VSP and the surgical process, 
directly guiding the distraction osteogenesis procedure at 
surgeon’s field of view.

From the results of this experiment, it is evident that 
the AR group achieved better control over the distrac-
tion vectors, especially in the sagittal and horizontal 
planes. Moreover, the level of control over the position of 
the distractor was higher compared to the conventional 
approach of doing it by hand. This has profound ramifi-
cations for enhancing the precision of MDO. In bilat-
eral mandibular distraction, the sagittal plane control of 
both distractors is crucial, as it determines the overall 
anterior movement of the mandible. If there is an over-
all counterclockwise rotation, it results in posterior tooth 
separation, while a clockwise rotation leads to anterior 
tooth separation. Furthermore, if the distraction direc-
tions on both sides are not parallel, the mandible’s proxi-
mal segment undergoes coronal plane rotation, resulting 
in occlusal plane rotation. Poor control of the horizontal 
plane distraction vectors can also lead to changes in the 
horizontal direction of both mandibles, causing mandib-
ular tilting. In this study, the angle error in three-dimen-
sional space was 1.94° (1.30, 2.93), and the position error 
was 1.53 ± 0.54  mm. Compared to other scholars’ data, 
Cai et al. used optical navigation in their sheep mandib-
ular distraction osteogenesis experiment, achieving an 
average error of 2.56° [21]. Li and others employed surgi-
cal guides for mandibular distraction osteogenesis, with 

a root mean square deviation (RMSD) of 0.93  mm for 
surgical errors, and RMSDs of angular errors across three 
axes being 4.64°, 2.03°, and 2.88°, respectively [10]. The 
results of this experiment are undoubtedly very encour-
aging. If such results can be replicated in clinical set-
tings, the precision and efficiency of surgery provided by 
AR navigation could significantly enhance the accuracy 
of distraction osteogenesis, thus achieving more precise 
postoperative distraction outcomes and improving surgi-
cal results.

Another noteworthy topic for consideration is the pro-
cess of registering and monitoring holographic pictures. 
Currently, a few studies use planar QR codes for holo-
graphic image registration and target tracking [22–25]. 
In this study, we utilized a dental arch-based registration 
system. When the “bite plate” section of the registration 
system is accurately positioned on the mandibular dental 
arch, HoloLens uses its binocular RGB cameras to recog-
nize the three-dimensional contour of the “inverted T” 
section and project the holographic image to the target 
location. This contour is designed to be arc-shaped for 
HoloLens 2 to recognize it from different angles. For the 
convenience of surgeons to check the accuracy of holo-
graphic image projection and make coordinate adjust-
ments to the holographic image, we designed three 
mutually perpendicular cylindrical structures at the top 
of the inverted T contour. The manufacturing of this 
registration device is simple, and if needed for different 
patients, only the registration contour needs to be con-
nected to different bite plates, providing greater flexibil-
ity for clinical use. Moreover, the positioning and surgical 
guidance accuracy of occlusal splints have been widely 
utilized in actual orthognathic surgeries. By employing 
this registration method, we can realistically simulate the 
installation and positioning of the device as it would be 
used in a real surgical setting.

This study differs from many applications of AR tech-
nology, as most research emphasizes the ability of AR 
technology to load more information in the surgical 
area. For example, it may emphasize loading information 
about bone density in the case of oral implant surgery 
or overlay complete brain models on the patient’s head 
[26–28]. While these pieces of information can enhance 
our understanding of the patient’s surgical area, in actual 
clinical use, an overload of virtual and real-world infor-
mation in the field of view can easily cause cognitive 
interference with real-world objects [29]. This can affect 
our depth perception of objects, which is a significant 
concern during human surgeries as it can increase visual 
fatigue among surgeons and even lead to surgical errors. 
In oral and maxillofacial surgery, this problem becomes 
even more pronounced. Manuel Birlo suggested that in 
human-computer interaction using HMD-AR, efforts 
should focus on achieving low-perception task modes 
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and reducing the use of modes that stack effective tasks 
[30]. This study follows a more reasonable concept of 
human-computer interaction in the use of AR technol-
ogy. We have made efforts to simplify the information 
displayed in the field of view through the AR device and, 
for guidance on the target location, employed a simpli-
fied structure for the distraction device. This design does 
not interfere with the observation of the actual distrac-
tion device, while also providing motion parallax through 
multiple angles for better depth perception in virtual 
projections. This approach ensures the seamless inte-
gration of virtual and real-world information, reduces 
visual interference caused by holographic projections, 
and enhances the usability of the navigation system. 
This aspect has been less emphasized in previous related 
studies.

This study employed a systematic registration 
approach, performing global registration of preoperative 
and postoperative models. By using computational algo-
rithms to process the models, the method replaces man-
ual point marking and line drawing for measurements 
[31, 32]. In both orthognathic surgery and distraction 
osteogenesis, this model registration technique for post-
operative analysis is increasingly favored by surgeons. It 
enhances the efficiency of postoperative evaluation and 
reduces the potential for human error in the process.

However, this study has several limitations. First, the 
experiments were conducted on models, whereas achiev-
ing such optimal visibility is not feasible in actual clini-
cal surgeries. Additionally, the study did not account for 
the impact of the temporomandibular joint on the actual 
distraction vectors. Moreover, during the experiments, 
we identified several issues under the current experimen-
tal conditions: (1) Display capabilities of the HoloLens 2 
device: The ability of the HoloLens 2 to display images 
effectively in the brightly lit environment of an operat-
ing room presents a challenge. Furthermore, the depth 
perception issues associated with merging virtual and 
real images could complicate observation. (2) Soft tissue 
obstruction: Whether the surgery is performed intra-
orally or externally, the surgical area is often obscured by 
soft tissues. Navigating with AR during tissue retraction, 
especially when using multiple surgical hooks, signifi-
cantly increases the complexity. (3) Constrained surgical 
space: Our registration device is relatively bulky, which 
can complicate surgeries in the spatially constrained 
environment typical of maxillofacial surgery. The team 
will continue with animal experiments and clinical trials 
based on real patients in the next phase of research.

Conclusion
Dental arch-based registration method and augmented 
reality technology demonstrates feasibility in intraopera-
tive navigation for mandibular distraction osteogenesis. 

It offers high precision in installing the distractors and 
controlling distraction vectors, along with the con-
venience and intuitiveness of the navigation process. 
Advances in relevant software and hardware technolo-
gies are expected to enhance its clinical value.
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