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Recent advances in Artificial Intelligence (AI), such as the development of large language models 
like ChatGPT, have blurred the boundaries between human and AI-generated text. This has led to a 
pressing need for tools that can determine whether text has been created or revised using AI. A general 
and universally effective detection model would be extremely useful, but appears to be beyond the 
reach of current technology and detection methods. The research described in this study adopts 
a domain and task specific approach and shows that specialized detection models can attain high 
accuracy. The study focuses on the higher education graduate admissions process, with the specific 
goal of identifying AI-generated and AI-revised Letters of Recommendation (LORs) and Statements 
of Intent (SOIs). Detecting such application materials is essential to ensure that applicants are 
evaluated on their true merits and abilities, and to foster an equitable and trustworthy admissions 
process. Our research is based on 3755 LORs and 1973 SOIs extracted from the application records 
of Fordham University’s Master’s programs in Computer Science and Data Science. To facilitate the 
construction and evaluation of detection models, we generated AI counterparts for each LOR and SOI 
using the GPT-3.5 Turbo API. The prompts for AI-generation text were derived from the admission 
data of the respective applicants, and the AI-revised LORs and SOIs were generated directly from the 
human-authored versions. We also utilize an open-access GPT-wiki-intro dataset to further validate 
our hypothesis regarding the feasibility of constructing domain-specific AI content detectors. Our 
experiments yield promising results in developing classifiers tailored to a specific domain when 
provided with sufficient training samples. Additionally, we present a comparative analysis of the word 
frequency and statistical characteristics of the text, which provides convincing evidence that ChatGPT 
employs distinctive vocabulary and paragraph structure compared to human-authored text. The code 
for this study is available on GitHub, and the models can be executed on user-provided data via an 
interactive web interface.

The rapid and remarkable progress in generative AI technologies, such as ChatGPT1, has revolutionized 
automated content creation, giving rise to a new and complex challenge: the accurate differentiation between 
human-authored and AI-created content. As AI models become increasingly sophisticated at replicating 
human-authored text, images, audio, and video, the distinction between what is authentically human and what 
is artificially generated has become progressively more difficult to discern. These AI models are versatile and are 
being used to generate problematic content, such as deepfakes2, fake news3, and even fake art4.

Distinguishing between human-authored and AI-crafted text is particularly important in the higher education 
domain, especially within college applications. As aspiring students compete for desired spots in universities, 
their application materials, such as essays, portfolios, and creative projects, serve as tangible demonstrations 
of their abilities and potential. However, with the advent of generative AI, admissions committees now find 
themselves challenged with not only evaluating the quality of applicants’ work, but also with recognizing the 
impact of AI tools on content creation. To ensure fairness and integrity in the admissions process, institutions 
must balance between acknowledging the creative augmentation AI can offer and upholding the principles 
of meritocracy. Thus, developing robust AI detection mechanisms tailored to distinguish between human-
authored and AI-generated content has become an essential part of modern higher education. Furthermore, 
because written communication skills are often relevant to the admission decision (especially for international 
students with a different first language), it is also important to be able to distinguish between human-authored 
text and AI-revised text, where the AI program modifies the text to improve the writing style, grammar, and/or 
vocabulary.

Computer and Information Sciences Department, Fordham University, New York, NY 10023, USA. email: 
yzhao11@fordham.edu; gaweiss@fordham.edu

OPEN

Scientific Reports |        (2024) 14:26411 1| https://doi.org/10.1038/s41598-024-77847-z

www.nature.com/scientificreports

http://www.nature.com/scientificreports
http://crossmark.crossref.org/dialog/?doi=10.1038/s41598-023-44448-1&domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1038/s41598-023-44448-1&domain=pdf


With the realism of AI-generated content reaching an unprecedented level across various domains, the task 
of detecting such content presents a formidable challenge. Despite extensive research and tool development5–8, 
achieving a universally effective detection model remains elusive. This study explores the more limited objective 
of constructing a domain-specific AI content detection model. The focus is on two distinct types of admission 
documents within the education domain: Letters of Recommendation (LORs) submitted on behalf of an 
applicant and Statements of Intent (SOIs) submitted by applicants to explain their rationale for applying to 
the program. LORs are a standard requirement for most academic programs, while SOIs are more prevalent in 
graduate programs. We cast our detection problem as two classification tasks: distinguishing between human-
authored and AI-generated text, and distinguishing between human-authored and AI-revised text. The rationale 
for this division is provided in the “Methods” section.

The data utilized by this study include a proprietary dataset comprising LORs and SOIs extracted from 
graduate applications at Fordham University, along with the open-access GPT-wiki-intro dataset9. The detection 
models used in this study employ two traditional machine learning models (Naïve Bayes10 and Logistic 
Regression11) and two transformer-based LLMs (BERT12 and DistilBERT13). Our experiments reveal that, while 
all models demonstrate excellent performance when trained with domain-specific data, the LLMs exhibit an 
advantage over the traditional models, especially for detecting AI-revised documents.

This study makes the following contributions. First, at the application level, it helps to preserve academic 
integrity and promote fair evaluations in response to the increasing use of writing assistance tools based on 
LLMs. This effort is particularly relevant for SOIs, which serve not only to understand applicants’ motivations 
but also as a venue to assess their communication abilities. Second, this study contributes to the evidence that 
training effective detectors tailored to specific tasks using domain-specific data produces excellent results, while 
accurate universal AI-content detectors are currently unattainable. This study additionally shows that we can 
accurately identify AI-revised content. Finally, this study sheds light on some characteristics (e.g., vocabulary, 
paragraph structure, etc.) that help to distinguish between AI-generated and human-authored content.

Related work
Distinguishing between AI-generated and human-authored text is similar to detecting plagiarism. Both 
are motivated by the need to detect student cheating. In fact, many plagiarism detection companies, such as 
Turnitin6, have expanded their focus to include AI-generated text. However, unlike plagiarism, the ethical 
considerations around AI tools for text generation are less clear-cut14. The guidelines for acceptable use of AI 
in academic writing are still evolving15,16. While some schools have banned AI tools outright and view them 
as a significant threat17, others advocate for a more nuanced approach, acknowledging the potential role of AI 
in education18. Here we focus on the tools and strategies used to detect AI-generated content, as they are most 
relevant to our study.

Detection methods and approaches
Strategies to address the emergence of AI-generated text are of great interest. Three high-level approaches have 
been identified16: task design, institutional policy, and automatic identification of AI content. Task design involves 
creating assignments to thwart the effectiveness of AI text generation tools19 while institutional policy relies on 
guidelines14 and education20 to prevent the unethical use of such tools. For automatic detection, methods can be 
divided into feature-based, neural language model-based, and domain-specific approaches21.

Feature-based methods detect differences between AI-crafted and human-authored text through statistical 
analysis of features like word frequency, sentence and paragraph length, and the frequency of different linguistic 
features such as parts of speech22,23. Detection methods that rely on neural networks, especially those based on 
Transformer-based neural language models, are quite common. They can be divided into zero-shot methods that 
use the pre-trained models without modification24 and those that fine-tune the pre-trained language models. 
When GPT-2 is constrained to pick among the top 40 words, OpenAI’s zero-shot approach detects GPT-2 
generated text with 1.5 billion parameters with an accuracy between 83% and 85%25. GROVER, a generative 
text model that generates fake news articles, detects AI generated fake news using the one-shot approach with 
92% accuracy, but does poorly when evaluated on text from domains not present in the training set3. Zero-shot 
approaches have been outperformed by simple TF-IDF methods when detecting output generated by a model 
trained on another domain25.

The neural language model-based approach is based on fine-tuning large bidirectional language models25. 
RoBERTa26, which is based on BERT12, uses fine-tuning to distinguish between AI-crafted and human-authored 
text by training on samples from each. Research shows that fine-tuning using even a few hundred samples can 
dramatically improve performance27.

There is also a substantial amount of research that focuses on domain-specific detection. For example, A 
detector based on RoBERTa26 trained to identify physics papers was fine-tuned to identify biomedicine papers 
using a few hundred examples27. Work in social networks has shown that detection performance is highly related 
to the data set used to train the model28. Fake Yelp reviews can be detected by a customized GPT-2 model fine-
tuned on the Yelp reviews29. In all of these efforts, a general model was not used to detect the AI generated text. 
The findings indicate detectors built, or adapted, for the domain will provide better results.

Our study introduces models specifically designed to detect AI-generated content in academic environments. 
By concentrating on domain-specific application materials, such as LORs and SOIs, we tailor our detection 
models to better capture the unique characteristics of these texts. Instead of pursuing a general-purpose model 
– which may struggle with accuracy across diverse content types – we advocate for a specialized approach that 
proves more effective. Our findings demonstrate that targeting specific document types significantly enhances 
detection accuracy, offering a practical solution to the challenge of AI text detection in higher education 
admissions processes.
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Practical tools and challenges
Simple classification techniques, such as logistic regression classifiers trained on TF-IDF features, have also been 
employed for AI detection. For instance, OpenAI achieved 88% and 74% accuracy on detecting GPT-2 text with 
124 million and 1.5 billion parameters, respectively. Constraining GPT-2 to select from the top 40 words during 
text generation further increased detection accuracy to 97% and 95%25. While these methods show promise, 
commercially available tools still struggle with reliability. A non-academic study by TechCrunch contains its 
conclusion in its title “Most sites claiming to catch AI-written text fail spectacularly”30. OpenAI, one of the tools 
included in that study, has stated “Our classifier is not fully reliable” and that it detects only 26% of AI generated 
text as likely AI-written while incorrectly labelling human-generated text as AI-written 9% of the time31. General 
purpose AI text detection systems are not yet sufficiently accurate to be truly useful.

Additionally, it is worth noting that there are common methods in use for distinguishing between human and 
artificial users (i.e., bots) when the originator of the text can be directly queried. These include CAPTCHAs32, 
which often involve asking a user to recognize distorted letters and digits or identify a set of images that contain 
particular objects. However, such methods do not apply in offline settings, such as determining whether a 
submitted essay is AI generated or revised, and hence are not relevant to our study.

Our study makes a contribution by developing a practical tool to fill the gap of detecting AI-text in academic 
materials. By tailoring our detection models to high-stakes documents like LORs and SOIs, we aim to provide a 
reliable and effective approach that may better support integrity in academic evaluations.

Data and preprocessing
This section outlines the data and preprocessing steps employed in this study and describes the proprietary 
admissions dataset and open-access Wikipedia dataset utilized for training and validating the classification 
models. This study was approved by Fordham’s Institutional Review Board, which waived the requirement for 
informed consent based on the details of the study. All procedures were carried out following relevant guidelines 
and regulations. To ensure compliance with the Family Educational Rights and Privacy Act (FERPA), the student 
and recommender identities were anonymized in our proprietary dataset by automatically redacting their names 
and removing affiliations.

Admissions dataset
The classification tasks described in this study require human-authored, AI-revised, and AI-generated LORs 
and SOIs. The human-authored data are sourced from an admissions dataset provided by Fordham University, 
as described in the “Human-authored instances” section. The AI-generated and AI-revised versions were 
generated using the GPT-3.5 Turbo API based on the corresponding application materials and human-authored 
documents, respectively.

Human-authored instances
The human-authored LORs and SOIs were extracted from the application packages of Fordham University’s 
Master’s programs in Computer Science and Data Science, both of which are administered by the Computer and 
Information Sciences Department. Approximately 96% of the applicants in our dataset are under age 30, with 
two-thirds of them being under age 24. Of these applicants, 36% are female. Additionally, 84% did not list English 
as their first language, which is partially due to the high number of international applicants. Each application 
contains one SOI and up to three LORs. Our data consist of 3755 LORs and 1973 SOIs. All applications were 
submitted prior to the release of ChatGPT and the widespread availability of LLMs.

The human-authored samples sometimes include anomalous text, such as nonsensical tokens and words, 
and may also contain extra spaces and lines. These may have been generated as part of the process of packaging 
the application materials. Since these may aid the models in distinguishing between human-authored and AI-
crafted content, a thorough data-cleaning process was undertaken to remove these potential clues, resulting in a 
data set better equipped to evaluate the true capabilities of the AI detection method. Specifically, a program was 
developed to eliminate or substitute the tokens indicative of the text’s origin and to standardize the document 
layout and formatting.

AI-generated instances
This section describes the process for creating the AI-generated LORs and SOIs. The first step involves 
automatically generating prompts like those presented in Table 1, by passing specific details (e.g., age, gender, 
undergraduate major, GPA, and work experience) from the student application packages to two Python scripts— 
one for generating SOI prompts and the other for generating LOR prompts. To reflect the diversity and variety 

Write a statement of intent for a master’s in Data Science at Fordham University. My undergrad is in Mathematics, my GPA is 3.45, and I know python, java, matlab, software, 
calculus, linear algebra

Assume you are applying for a graduate program in Data Science at Fordham University. Write a statement of intent telling a story that explains your reasons for pursuing this 
program, and how your undergraduate major in Computer Science, and knowledge (java, c++, database, software) have prepared you for success in this mater’s program

Please write a recommendation letter for 931000356 who want to pursue his master degree in MSDS at Fordham University. Please describe 931000356 has consistently demonstrated 
his hard work, creativity, and dedication in his role, and our relationship is Work, The statement should have around 343 words

Please write a recommendation letter for 722000185 who desire a master degree in MSCS at Fordham University. Please describe his passion for machine learning, and performance 
and our relationship is Academic, The statement should have around 400 words

Table 1.  Sample SOI and LOR prompts for generating AI instances.
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typically found in these documents, the SOI script includes five basic prompt templates and the LOR script 
includes four basic prompt templates; the template matching the document type is selected randomly each time 
a new prompt is generated. The information from the application materials is used to fill in the templates. To 
further the amount of diversity in the prompts, most of the template components are included in the prompts 
with a probability selected randomly from a prespecified range (e.g., 0.2 to 0.8). The prompts for the generated 
LORs and SOIs also specify a desired length in words, which is set to the length of the corresponding human-
authored document. This is done to ensure that document length does not serve as a clue as to the origin of the 
document. The code for these scripts is available along with the rest of the code for our experiments33.

The generated prompts are then passed to the GPT-3.5 Turbo API with the temperature parameter set to 
0.7 (same default value for ChatGPT), to generate corresponding versions of the human-authored SOIs and 
LORs. Names, titles, and locations are omitted from the AI-generated text to minimize the amount of sensitive 
information provided to our research assistants. Given the 1-to-1 correspondence between human- and AI-
generated documents, the dataset is balanced for our classification task. Sample AI-generated documents 
corresponding to the prompts listed in Table 1 are provided in the yy file.

AI-revised instances
The GPT-3.5 Turbo API was utilized to revise, or polish, the human-authored SOIs and LORs. This was 
accomplished via the simple prompt “revise the following text,” which was then followed by the full text of the 
SOI or LOR. The temperature parameter setting was set to 0.7 to be consistent with the default value used by 
ChatGPT. We observed that consecutive requests to revise a document tends to create two notably different 
versions; thus we generate two revisions for each human-authored document, which allows us to capture more 
of the diversity introduced by the AI. We address the resulting class imbalance by oversampling the human-
authored instances when forming the dataset used for training and testing the models. Names, titles, and 
locations were redacted from all instances just as they were for the original human-authored LORs and SOIs. 
Sample AI-revised documents are not provided because they retain a substantial amount of details from human-
authored versions, which would raise privacy concerns.

Open-access Wikipedia data
The GPT-wiki-intro dataset9 is a specialized collection of text data curated to help with the detection of AI-
generated content, especially content generated by OpenAI’s GPT models. It focuses on the introductory sections 
of Wikipedia articles, which typically provide concise factual and informative overviews of the topic. The dataset 
contains actual Wikipedia introduction data and a matching GPT generated entry. As discussed earlier, the main 
purpose for this data is to assess the ability of the LOR and SOI trained detection model to identify AI content 
from a different domain. However, in some of our experiments we also incorporate the Wikipedia data into the 
training of the detection model to verify that this yields a substantial improvement when trying to detect AI 
content in the same domain.

Methods
This section outlines our research approach and the machine learning models/techniques employed in this study. 
Two traditional machine learning models, Naïve Bayes and Logistic Regression, are used as our baseline models. 
Their performance is compared against two state-of-the-art transformer-based models, BERT and DistilBERT, 
which account for the temporal dependencies in the text data. The code for these models are publicly available33 
and all four models can be executed on text input via the online tools described in the “Interactive detection 
tools” section.

Approach and experimental design
As discussed in the introduction, the AI-content detection problem is decomposed into two classification tasks: 
distinguishing between human-authored and AI-generated text and between human-authored and AI-revised 
text. The rationale for this separation is twofold. Firstly, certain universities may permit AI-revised application 
materials but prohibit AI-generated ones. This distinction arises from the consideration that AI-revised 
documents can be viewed as originating from humans, with AI tools helping to correct grammar mistakes or 
refine writing styles. Hence, it becomes necessary to differentiate between these two types of AI-crafted content. 
Secondly, while we could approach the problem using a multi-class classifier for the three document types, the 
approach is more challenging due to similarities between AI-generated and AI-revised text, leading to ambiguity 
in class boundaries. Furthermore, evaluating the performance of multi-class classifiers is less straightforward, as 
metrics like precision, recall, and F1-score are most effectively designed for binary classification models.

For each classification task, we conducted two experiments to evaluate the effectiveness of domain-specific 
models and their cross-domain generalizability. In the initial experiment (results detailed in Table 2), we 
exclusively trained the models using educational data (i.e., LORs and SOIs). The training and test datasets 
were created through a random 4:1 split. Model performance was assessed using five metrics: overall accuracy, 
recall, specificity, precision, and F-1 score. In addition to evaluating the models on the combined test data (i.e., 
SOI+LOR), we analyzed their performance on individual document types (LOR and SOI) and 12,000 cross-
domain, balanced examples from the GPT-wiki-intro dataset.

In the second experiment, we replicated the same procedure but augmented the training data with a disjoint 
set of 48,000 balanced instances from the GPT-wiki-intro dataset. Models trained with this mixed-domain 
dataset (i.e., LORs+SOIs+Wiki data) showed substantial improvements on the Wiki dataset with minimal 
impact on the educational data. This outcome reinforces our hypothesis that developing an AI-content detector 
within a specific domain is feasible, even with limited data resources. The findings from the second experiment 
are presented in Table 3.
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Machine learning algorithms
This section briefly introduces the machine learning models utilized in this study. We selected BERT and 
DistilBERT for their broad adoption and proven reliability in NLP tasks. Although these models are older, they 
are sufficient for our task and provide both computational efficiency and accessibility. The same rationale applies 
to our choice of machine learning models. We used Naive Bayes (NB) and Logistic Regression (LR), both of 
which demonstrated their effectiveness in detecting AI-generated content.

Naïve Bayes
Naïve Bayes (NB)10 is a probabilistic classification algorithm built upon Bayes’ theorem and relies on the 
“naïve”assumption that the features {x1, x2, . . . , xn} are conditionally independent, given the class label y. 
Mathematically,

P (x1, x2, . . . , xn|y) =
∏n

i=1 P (xi|y)
While the above assumption may not hold in all real-world scenarios, NB often serves as a strong baseline 

for text classification tasks. NB uses Bayes’ theorem to calculate the probability of each class given the observed 
features, and then predicts the class for unlabelled data with the highest probability ŷ, i.e.,

Test set Category Model Accuracy (%) F-1 (%) Precision (%) Recall (%) Specificity (%)

SOI

AI-generated

LR 99.81 99.71 99.43 100.00 99.71

NB 99.23 98.84 100.00 97.70 100.00

BERT 100.00 100.00 100.00 100.00 100.00

DistilBERT 100.00 100.00 100.00 100.00 100.00

AI-revised

LR 96.06 96.04 97.60 94.53 97.63

NB 85.36 86.95 79.06 96.58 73.92

BERT 99.86 99.86 100.00 99.73 100.00

DistilBERT 99.72 99.73 99.73 99.73 99.72

LOR

AI-generated

LR 99.93 99.93 100.00 99.87 100.00

NB 99.87 99.87 99.74 100.00 99.74

BERT 99.93 99.93 99.87 100.00 99.87

DistilBERT 99.87 99.87 99.74 100.00 99.74

AI-revised

LR 95.77 95.63 97.95 93.41 98.09

NB 85.45 86.97 78.05 98.18 73.01

BERT 99.67 99.66 99.86 99.46 99.87

DistilBERT 99.07 99.08 98.75 99.40 98.73

 SOI + LOR

AI-generated

LR 99.90 99.89 99.89 99.89 99.91

NB 99.71 99.68 99.78 99.57 99.82

BERT 99.90 99.89 99.79 100.00 99.82

DistilBERT 99.95 99.95 99.89 100.00 99.91

AI-revised

LR 95.87 95.76 97.84 93.78 97.94

NB 85.42 86.96 78.38 97.65 73.30

BERT 99.73 99.73 99.91 99.55 99.91

DistilBERT 99.28 99.29 99.07 99.51 99.05

Wiki

AI-generated

LR 49.98 ÷0 ÷0 0.00 100.00

NB 49.98 ÷0 ÷0 0.00 100.00

BERT 51.42 6.99 82.33 3.65 99.22

DistilBERT 53.05 11.61 99.46 6.16 99.97

AI-revised

LR 49.34 0.36 68.75 0.18 99.92

NB 54.15 33.66 63.20 22.94 86.26

BERT 53.40 30.01 57.78 20.27 85.60

DistilBERT 54.01 25.33 63.67 15.81 91.22

SOI + LOR + Wiki

AI-generated

LR 57.24 23.61 99.89 13.39 99.99

NB 57.21 23.54 99.78 13.35 99.97

BERT 58.47 28.25 95.99 16.56 99.32

DistilBERT 59.86 31.55 99.69 18.74 99.94

AI-revised

LR 61.93 40.03 97.62 25.17 99.37

NB 62.61 53.65 71.63 42.89 82.70

BERT 65.94 54.86 79.50 41.88 89.45

DistilBERT 66.26 53.25 85.07 38.76 93.31

Table 2.  Model performance trained exclusively on application (SOI and LOR) data.
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ŷ = *arg maxi(P (y) · P (xi|y))
In the data preprocessing phase for the NB model, we applied Term Frequency-Inverse Document Frequency 

(TF-IDF)34 to vectorize the text input. TF-IDF transforms raw text data into numerical features by considering 
two key factors: the frequency of a term within a document (Term Frequency) and its significance across the 
entire dataset (Inverse Document Frequency). This method allows the model to prioritize highly discriminative 
terms for classification tasks by capturing the relative importance of words while reducing the influence of 
common terms.

Logistic regression
Logistic Regression (LR11) is a widely used algorithm in machine learning and statistics. It uses the Sigmoid 
function, σ(z) = 1

1+e−z , to model the relationship between the input features and the probability of belonging 
to the positive class (class 1). The input z to the Sigmoid function is modeled as a linear combination of the 
independent variables, {x1, x2, . . . , xn}, i.e.,

z = w0 + w1 ∗ x1 + w2 ∗ x2 + · · · + wn ∗ xn
where {w0, w1, w2, . . . , wn} are model parameters.

Test set Category Model Accuracy (%) F-1 (%) Precision (%) Recall (%) Specificity (%)

SOI

AI-generated

LR 99.23 98.86 98.30 99.43 99.14

NB 99.81 99.71 100.00 99.43 100.00

BERT 100.00 100.00 100.00 100.00 100.00

DistilBERT 99.62 99.43 98.86 100.00 99.42

AI-revised

LR 94.61 94.48 96.25 92.78 96.43

NB 83.98 85.75 76.87 96.94 71.15

BERT 99.86 99.87 100.00 99.73 100.00

DistilBERT 99.79 99.80 99.87 99.73 99.86

LOR

AI-generated

LR 98.95 98.95 98.30 99.60 98.30

NB 99.21 99.21 98.44 100.00 98.43

BERT 99.93 99.93 99.87 100.00 99.87

DistilBERT 99.28 99.28 98.56 100.00 98.56

AI-revised

LR 93.38 93.33 94.76 91.95 94.83

NB 83.92 85.96 76.82 97.56 70.05

BERT 99.27 99.27 98.62 99.93 98.60

DistilBERT 99.80 99.80 99.80 99.80 99.80

SOI + LOR

AI-generated

LR 99.02 98.93 98.30 99.57 98.56

NB 99.36 99.30 98.72 99.89 98.92

BERT 99.95 99.95 99.89 100.00 99.91

DistilBERT 99.36 99.31 98.62 100.00 98.83

AI-revised

LR 93.78 93.70 95.24 92.21 95.35

NB 83.94 85.89 76.84 97.36 70.41

BERT 99.46 99.47 99.07 99.87 99.05

DistilBERT 99.80 99.80 99.82 99.78 99.82

Wiki

AI-generated

LR 90.75 90.66 91.61 89.72 91.78

NB 74.23 68.31 88.69 55.55 92.91

BERT 99.32 99.32 99.48 99.15 99.48

DistilBERT 97.70 97.73 96.34 99.17 96.23

AI-revised

LR 89.80 89.80 91.09 88.55 91.09

NB 76.46 73.50 85.62 64.39 88.88

BERT 97.52 97.61 95.50 99.80 95.16

DistilBERT 98.91 98.93 98.63 99.23 98.58

SOI + LOR + Wiki

AI-generated

LR 91.95 91.78 92.54 91.04 92.84

NB 77.88 73.29 90.70 61.49 93.85

BERT 99.44 99.44 99.58 99.29 99.59

DistilBERT 97.96 97.96 96.66 99.29 96.65

AI-revised

LR 90.88 90.85 92.20 89.53 92.25

NB 78.48 77.49 82.26 73.25 83.84

BERT 98.04 98.10 96.44 99.82 96.22

DistilBERT 99.15 99.16 98.95 99.38 98.92

Table 3.  Model performance trained on application and Wiki data.
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The LR model generates predictions for new data by computing the conditional probability associated with 
the positive class based on the observed input features (i.e., P (y = 1|(x1, x2, . . . , xn)). If this probability is greater 
or equal to a predetermined threshold (typically 0.5), the model classifies it as class 1; otherwise, it predicts class 
0. Logistic Regression is valued for its simplicity and interpretability, but its assumption of a linear relationship 
between features and the log of the target variable is not valid in all cases. We applied the same TF-IDF technique 
that was used for Naïve Bayes to prepare the training data for the LR model.

BERT
Bidirectional Encoder Representations from Transformer (BERT)12 is among the most notable pre-trained 
language models in the NLP domain. This model’s innovation lies in its ability to capture the bidirectional 
context of words in a sentence, enabling it to comprehend the intricacies of language, including nuances, word 
meanings, and context. As a result, BERT surpasses unidirectional models such as RNN or LSTM in a wide range 
of NLP tasks, including sentiment analysis, question answering, language translation, and text summarization.

BERT’s architecture is built upon the Transformer model35, which introduced the concept of self-attention 
mechanisms. These mechanisms enable BERT to assign varying levels of importance to different words in a 
sentence, facilitating the extraction of essential information and context. BERT’s pre-training involves two key 
tasks: masked language modeling and next sentence prediction. In the former, BERT learns to predict missing 
words in a sentence, forcing it to understand the relationships between words in context. In the latter, BERT 
learns to determine whether a pair of sentences logically follows one another, enhancing its grasp of document-
level context.

One of BERT’s unique features is its ability to be fine-tuned for specific NLP tasks with relatively small 
amounts of task-specific data. This adaptability has made BERT the go-to choice for researchers and developers 
in various applications36–39. In this study, we fine-tuned the pre-trained BERT-base-uncased model with a 55% 
dropout rate for the final layer. This dropout level was selected empirically.

DistilBERT
DistilBERT13 is a variant of the BERT model35, designed to be more compact and computationally efficient while 
retaining comparable performance. DistilBERT is built on the same transformer architecture as BERT, which 
uses a stack of transformer encoder layers to process and encode input text data. The output is subsequently used 
for various downstream NLP tasks, such as text classification, sentiment analysis, and named entity recognition.

The main innovation in DistilBERT is the use of knowledge distillation, which involves training a smaller 
“distilled” model to mimic the behavior of a larger, pre-trained model. DistilBERT is trained to mimic BERT’s 
outputs and achieves its compactness and efficiency by reducing the number of parameters compared to BERT. 
It typically uses 40% fewer parameters, which makes it faster to train and classify examples, but yet it retains 
much of BERT’s performance. This makes it a preferred option for situations with constrained computational 
resources, such as deploying NLP models in environments with limited resources. Like the BERT model, we 
trained our DistilBERT model with a 55% dropout rate applied to the final hidden layer.

Results
This section presents the performance of AI-content detection models for our two classification tasks. We begin 
with the results of models trained on educational data, followed by outcomes for models trained on cross-
domain data (SOI, LOR, and Wiki). In all experiments, the AI samples constitute the positive class.

Models trained on SOIs and LORs
Table 2 presents the performance of models trained with educational data. The results show that all four models 
demonstrate nearly perfect accuracy when evaluated on AI-generated SOI and/or LOR test data. The precision, 
recall, and F-1 scores further affirm their efficacy in distinguishing between AI-generated and human-authored 
academic documents.

For the AI-revised documents, both BERT and DistilBERT models exhibit comparable performance, 
achieving over 99% accuracy across both academic document types. However, the performance of the non-
temporal models (LR and NB) declines when compared to their performance with the AI-generated cases. 
Specifically, LR achieves 96.06% overall accuracy in classifying SOIs and 95.77% in classifying LORs, whereas its 
performance on the corresponding AI-generated data is 99.81% and 99.93%, respectively. The NB model shows 
a similar trend with a more pronounced performance drop (85.36% vs. 99.23% and 85.45% vs. 99.87%) for the 
AI-revised category. Similar conclusions can be drawn for the F-1 and Precision metrics. Notably, all models 
maintain high recall across both document types. Therefore, the differences in performance are primarily 
attributed to misclassifications of human-authored documents.

All of the models, however, exhibit poor performance when assessed on the Wiki data, with accuracy values 
that are close to random guessing. The LR and NB models predict all AI-generated instances as human-authored 
(i.e., recall of 0), while BERT and DistilBERT achieve only slightly higher recall (3.65% and 6.16%, respectively). 
Model performance on the AI-revised Wiki data are similarly very poor so that the detection models lack 
practical value. Evaluating these models on all three forms of data (SOI+LOR+Wiki) yields better results due to 
their strong performance on SOIs and LORs.

The large performance gap indicates that the models are well-tuned for the academic documents that 
appeared in the training set, but are not suitable as general-purpose AI-content detectors. To further validate our 
hypothesis that effective classifiers can be trained with domain-specific data, we proceeded to train our models 
using a combined data set that included the SOIs, LORs, and the Wiki data.
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Models trained on mixed domain data
The results for the models trained using the LOR, SOI, and Wiki data are presented in Table 3. When evaluated 
on the SOI and/or LOR data, the models built using the extended training set exhibit a marginal reduction in 
accuracy across both document types in comparison to the results detailed in Table 2, which were exclusively 
trained on SOI and LOR data. Specifically, a calculation of the average model accuracy over the AI-generated 
rows for SOI, LOR, and SOI+LOR blocks (i.e., twelve rows in Table 2) shows an average of 99.84% compared to 
99.48% in the corresponding rows of Table 3. A similar calculation indicates the average accuracy across these 
blocks for the AI-revised category as 95.11% versus 94.30%.

This decline is expected due to the complexity and diversity introduced by the Wiki samples into the training 
data. What is noteworthy is the substantial improvement in the model performance for the Wiki dataset. The 
average accuracy of the four models over the Wiki block increased from 51.11% to 90.50% for the AI-generated 
data and from 52.73% to 90.67% for the AI-revised data. Furthermore, the transformer-based models (BERT and 
DistilBERT) exhibited a significant advantage over non-temporal models (LR and NB). This experiment suggests 
that AI-content detectors lack generalizability across domains. However, with sufficient training samples from 
each domain, effective domain-specific classifiers can be developed.

Analysis and comparison of linguistic characteristics
In this section, a variety of linguistic characteristics are analyzed and compared between text generated by AI, 
revised by AI, and authored by humans.

Total vocabulary and paragraph structure comparison
In this section we explore differences in the vocabulary size and the structure of the paragraphs produced by 
GPT-3.5 Turbo and humans. Table 4 provides a summary of these statistics. The first observation is that the 
AI-generated and AI-revised documents utilize a much smaller total vocabulary than the human-authored 
documents. Specifically, the AI-generated LORs (SOIs) use a vocabulary of 4909 (5593) words, while the human-
authored LORs (SOIs) use 36,105 (36,641) words. The AI-revised documents show a similar but less extreme 
pattern, as the AI-revised LORs (SOIs) use a vocabulary of 18, 477 (18, 702) words. Thus, the total vocabularies 
for the human-authored LORs and SOIs are roughly six to seven times the size of the vocabularies for the 
corresponding AI-generated documents and twice the size of vocabularies used in the AI-revised documents. 
The smaller difference in vocabulary size for the AI-revised documents suggests that those documents retain 
many of the words from the original (human-authored) versions. This seems plausible as one would expect that 
a document created by AI from a short prompt would exhibit more of the AI’s language characteristics than a 
revision to a complete, human-authored, document.

The second observation is the extreme discrepancy in exclusive word usage between AI-crafted and human-
authored content. Table 4 shows that the AI-generated LORs (SOIs) have only 464 (391) words absent from 
their human-authored counterparts, while the human-authored LORs (SOIs) have 31,660 (30,439) words that 
do not appear in any of their AI-generated counterparts. This shows that the AI-generated documents not only 
use a much smaller total vocabulary, but the number of distinctive words is even smaller than would otherwise 
be expected, indicating the repeated use of favored words. The “exclusive words” results for the AI-revised 
documents parallel those for the AI-generated documents, but, as with the total vocabulary results, the pattern 
is much less extreme. These results again suggest that the modifications made by the AI text revision process is 
less extreme than for the AI text generation process.

Table 4 also presents a few statistics related to paragraph structure and shows that the AI-generated text 
has more, but shorter, paragraphs than the corresponding human-authored counterparts, possibly resulting 
in a more fragmented overall structure. This trend also holds for the AI-revised documents but is much less 
pronounced than the AI-generated documents. A careful examination of these statistics also reveals that for 
both types of AI-crafted documents, these differences are much more extreme for the LORs than the SOIs. The 
p-values in Table 4 demonstrate that all of the structural differences are statistically significant with a very high 
degree of confidence except those for the AI-revised SOIs.

From these statistics we conclude that the AI text generation process yields more, but shorter, paragraphs for 
both the LORs and SOIs. However, this trend is notably reduced for the AI-revised documents, indicating that 

AI-generated AI-revised

AI Human p-val AI Human p-val

LOR

Total vocabulary 4909 36,105 18,477 36,105

Exclusive words 464 31,660 1559 19,187

Avg (sentences/
paragraph) 2.78 4.92 < 10−5 4.12 4.92 < 10−5

Avg (# paragraphs) 4.87 2.56 < 10−5 3.98 2.56 < 10−5

SOI

Total vocabulary 5593 35,641 18,702 35,641

Exclusive words 391 30,439 1565 18,504

Avg (sentences/
paragraph) 3.94 4.36 < 10−5 4.32 4.36 0.420

Avg (# paragraphs) 6.01 5.44 < 10−5 5.75 5.44 0.002

Table 4.  Vocabulary and paragraph statistics.
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the revised text retains more of the characteristics of the human-authored documents. The reason for the more 
pronounced differences in the LORs is unclear. One potential explanation could be the observed differences 
between the LOR and SOI documents. Specifically, LORs tend to be more formal and structured, often with 
an opening paragraph explaining the relationship to the applicant and a closing paragraph summarizing the 
rationale and strength of the recommendation. In contrast, SOIs tend to be highly personal and involve the 
applicant discussing their life’s journey or family history. These differences may make it easier to segment the 
LORs into shorter paragraphs.

Word frequency comparison
In order to gain a deeper and more detailed understanding of the differences in vocabulary between AI-crafted and 
human-authored text, we next focus on the words with the largest frequency differences between the two types of 
documents. Table 5 displays the top 15 words preferred by AI yet used infrequently by humans, and conversely, 
those preferred by humans but less so by AI. The “AI” and “Human” columns denote the total occurrences of 
the word in the respective AI and human documents. The word frequency statistics are calculated separately for 
LORs and SOIs and for the AI-generated and AI-revised documents. The “Ratio” column is calculated as “AI” 
/ “Human” for the “AI-Preferred Words” and “Human” / “AI” for the “Human-Preferred Words.” To avoid an 
undefined or infinite ratio, a “0” in the denominator is replaced by a “1.”

Table 5 reveals a notable difference in repetition patterns between AI-preferred and human-preferred words. 
Twenty AI-preferred words are used at least 500 times, whereas only one human-authored word (“get”) reaches 
such frequency. GPT-3.5 seems to heavily favor words like “additionally,” “wholeheartedly,” “unwavering,” and 
“emphasis.”

There are also key stylistic differences. The AI-crafted documents feature a formal and sophisticated 
vocabulary while the human-authored documents feature a simple and colloquial vocabulary. The human-
preferred words include many simple words like “got,” “get,” “lot,”, and “don’t.” If one scans down the two word 
columns it is clear that the AI-preferred words are on average longer. The human-preferred words are clearly 
more colloquial as they include 10 total, and 5 distinct, contractions (e.g., “I’m”, “don’t”), while there is not 
a single contraction among the AI-preferred words (note that formal writing generally avoids contractions). 
The AI-preferred words also include many highly descriptive adjectives, such as “unwavering,” “insatiable,”, 
“unparalleled,” and “transformative,” while such adjectives are almost totally lacking for the human-preferred 
words. Notably, the human-preferred list includes one abbreviation (“CS”), one misspelled word (“programing”), 
and many possessive words (e.g., people’s), all of which are totally absent in the AI-preferred word list. These 
observations seem to hold equally for the LORs and SOIs, with no apparent differences in favored words.

Interactive detection tools
The detection models described and evaluated in this article are packaged as publicly accessible, easy to use 
tools. There are two variants: one tool for distinguishing between human-authored and AI-generated text40 and 
a second for distinguishing between human-authored and AI-revised text41. Since the models employed by these 
tools were trained using LOR and SOI data, they will perform best in detecting these types of text.

As illustrated in Fig. 1, the interface allows users to input sample text and choose from the four models 
developed in this study. After executing a selected model on the provided text, the interface will display the 
prediction along with its corresponding confidence level. The “Model Explanation” button offers access to the 
Local Interpretable Model-Agnostic Explanations (LIME)42 and Shapley Additive Explanations (SHAP43) values, 
which provide a deep understanding of the factors influencing the decisions made by the models.

Conclusion
This study evaluated the use of traditional classification models and transformer-based LLMs for distinguishing 
between AI-generated and human-authored content and between AI-revised and human-authored content. 
These results highlight the promise of specialized classification models tailored to specific application domains. 
The results illustrate the limitations of general AI content detectors and the potential of classification models 
tailored for specific application domains. Our findings further indicate that detecting AI-revised content is 
more challenging than detecting AI-generated content. Paragraph and word statistics suggest some concrete 
reasons for this observation, as AI-revised content tends to share more characteristics with human-generated 
content, such as a broader total vocabulary. Another observation is that advanced transformer-based temporal 
models generally outperform their non-temporal counterparts. However, these differences are marginal when 
evaluating the models withing the same training domain; thus simple models can be effective in these situations.

The word and paragraph analysis revealed distinct patterns in the language and structure employed by GPT 
3.5. In particular, although AI-crafted documents exhibit natural and intelligent language, they utilize a notably 
narrower, more supplicated, repetitive, and formal vocabulary compared to human-written content - a style 
contrasts with the more diverse and colloquial vocabulary often favored by humans. Additionally, the paragraph 
analysis suggests that AI-generated content frequently features more but shorter paragraphs compared to human 
writing. A closer examination of the AI-generated documents further uncovers a significant overuse of adverbs 
by AI, contrasting with humans’ preference for a simpler subject-predicate structure.

The findings of this research have important practical implications for higher education institutions. In the 
competitive world of academia, where institutions strive to identify the most deserving candidates, AI detection 
tools like the ones described in this study can be used to safeguard the fairness and integrity of the admissions 
process. This will ensure that the applicants are evaluated on their true merits and abilities, thereby fostering a 
more equitable and trustworthy admissions process. In practice, admissions officers or program directors will 
need to view the materials flagged as AI-generated or AI-revised with caution, potentially applying penalties if 
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Category

AI-preferred words Human-preferred words

Word AI Human Ratio Word AI Human Ratio

AI-Generated 
LORs

Fostering 461 2 154 Got 0 498 498

Witnessing 1206 8 134 Get 1 455 455

Fosters 114 0 114 Lot 0 374 374

Unwavering 1878 16 110 Although 1 372 372

Showcasing 549 5 92 Homework 1 319 319

Advancements 748 9 75 Really 1 308 308

Palpable 59 0 59 Gave 0 295 295

Nontechnical 525 11 44 Though 1 280 280

Showcases 304 6 43 I’m 0 271 271

Prowess 565 13 40 Associate 0 248 248

Hackathons 155 3 39 Reference 0 239 239

Representations 114 2 38 Man 0 229 229

Insatiable 378 9 38 Quite 2 453 227

Unparalleled 414 11 35 Times 1 222 222

Unyielding 68 1 34 Started 1 220 220

AI-revised LORs

Showcasing 561 5 94 Months 1 276 276

Young 78 0 78 I’m 0 271 271

Surpasses 46 0 46 University’s 0 196 196

Inquiries 501 11 42 September 0 144 144

Showcased 651 19 33 Don’t 0 143 143

Self 1128 35 31 Weeks 1 129 129

Fostering 80 2 27 Company’s 0 95 95

Wholeheartedly 2244 86 26 He’s 0 94 94

Willingly 288 11 24 Didn’t 0 93 93

Noting 205 8 23 June 0 88 88

Unwavering 384 16 23 Cannot 0 86 86

Surpassing 102 4 20 January 0 73 73

Additionally 2589 129 20 Bachelors 1 68 68

Provoking 138 6 20 Learnt 0 64 64

Recipient 173 8 19 What’s 0 56 56

AI-generated 
SOIs

Young 146 0 146 get 1 693 693

Responsibly 41 0 41 etc 0 386 386

Vibrant 948 22 43 Later 1 299 299

Collaborations 209 5 42 CS 0 277 277

Aligns 1266 39 32 Semester 1 236 236

Transformative 257 9 29 Fall 0 216 216

Partnerships 149 6 25 Three 2 409 205

Collaborate 1139 46 25 Months 0 202 202

Emphasis 1489 67 22 Graduated 1 199 199

Fostering 172 8 22 Going 0 194 194

Fosters 104 5 21 Lot 2 380 190

Collaboratively 40 2 20 Five 0 181 181

Meaningfully 119 6 20 Called 0 180 180

Ethical 593 31 19 Paper 1 173 173

Evolving 807 46 18 Interesting 1 169 169

Continued
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tool usage is prohibited. The utility of such tools hinges on their high accuracy, and our findings indicate that 
this is possible.

This study has several limitations. Firstly, using domain-specific models requires training data for each 
domain, which may not always be readily available. Secondly, prompt design is critical in shaping AI outputs. 
Our approach simulates typical real-world scenarios where users interact with AI tools using minimal prompt 
optimization, focusing on common user behavior rather than pushing the limits of prompt engineering. 
However, as studies like ours continue to identify distinctive traits of AI-generated content (e.g., sophisticated 
vocabulary, longer sentences, etc.), users may refine their prompts to thwart detection models. Like any evolving 
technology, these models require continuous fine-tuning to adapt to changing practices. Lastly, the experiments 
are limited to AI content generated by GPT-3.5. It is thus unclear how a detection model trained using GPT-3.5 
generated data will perform on text generated by other LLMs or other versions of GPT. We plan to address these 
limitations in our future work. Similar to challenges faced by other detection problems (e.g., virus detection that 
must account for different operating systems), the detection of AI content demands ongoing maintenance as new 

Fig. 1.  Interactive web interface for detecting AI-generated LORs or SOIs.

 

Category

AI-preferred words Human-preferred words

Word AI Human Ratio Word AI Human Ratio

AI-Revised SOIs

Young 162 0 162 I’m 0 355 355

Aligning 56 1 28 University’s 0 229 229

Surpassing 25 0 25 Bachelor’s 0 226 226

Minded 72 2 24 Months 0 202 202

Ran 23 0 23 Company’s 0 177 177

Solidifying 40 1 20 Learnt 0 161 161

Showcasing 39 1 20 Today 0 157 157

Revised 112 5 19 People’s 0 134 134

Fueling 52 2 17 Programing 0 128 128

Rounded 130 7 16 Today’s 0 126 126

Fueled 308 18 16 Ago 1 97 97

Self 648 40 16 Didn’t 0 97 97

Aligns 622 39 16 Cannot 0 91 91

Noteworthy 15 0 15 What’s 0 75 75

Unwavering 75 4 15 Don’t 0 75 75

Table 5.  AI vs. human word frequency comparison for 15 most common words.
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LLM’s are introduced and new versions are released. Nevertheless, the findings of this study offer compelling 
evidence that domain-specific AI content detectors can achieve high accuracy and offer practical value.

Data availability
The data used in the current study is not publicly available due to its proprietary nature and compliance require-
ments with the Family Educational Rights and Privacy Act (FERPA). Researchers interested in accessing the 
data, please contact Dr. Yijun Zhao or Dr. Gary Weiss at Fordham University to discuss the possibility of gaining 
access through protocols such as a data usage agreement.
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