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ABSTRACT

Background and study aims Endoscopic ultrasound (EUS)
is vital for early pancreatic cancer diagnosis. Advances in ar-
tificial intelligence (Al), especially deep learning, have im-
proved medical image analysis. We developed and valida-
ted the Modified Faster R-CNN (M-F-RCNN), an Al algorithm
using EUS images to assist in diagnosing pancreatic cancer.
Methods We collected EUS images from 155 patients
across three endoscopy centers from July 2022 to July
2023.M-F-RCNN development involved enhancing feature
information through data preprocessing and utilizing an
improved Faster R-CNN model to identify cancerous re-
gions. Its diagnostic capabilities were validated against an
external set of 1,000 EUS images. In addition, five EUS doc-
tors participated in a study comparing the M-F-RCNN mod-
el's performance with that of human experts, assessing di-
agnostic skill improvements with Al assistance.

Results Internally, the M-F-RCNN model surpassed tradi-
tional algorithms with an average precision of 97.35%, ac-
curacy of 96.49%, and recall rate of 5.44%. In external vali-
dation, its sensitivity, specificity, and accuracy were 91.7%,
91.5%, and 91.6%, respectively, outperforming non-expert
physicians. The model also significantly enhanced the diag-
nostic skills of doctors.

Conclusions The M-F-RCNN model shows exceptional per-
formance in diagnosing pancreatic cancer via EUS images,
greatly improving diagnostic accuracy and efficiency, thus
enhancing physician proficiency and reducing diagnostic
errors.
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Introduction

Pancreatic cancer remains one of the most lethal solid malig-
nancies, with both incidence and mortality rates on the rise
[1]. Over 80% of cases are diagnosed at advanced stages involv-
ing tissue invasion or metastasis, which contributes to the dis-
ease’s high mortality. Currently, it is the fourth leading cause of
cancer deaths and is projected to become the second by 2030
[1]. Early diagnosis has been shown to significantly improve the
5-year survival rate [2].

Endoscopic ultrasound (EUS) offers closer proximity to the
pancreas than computed tomography (CT) or magnetic reso-
nance imaging, reducing gas interference and providing high-
er-resolution images. It has become crucial in diagnosing pan-
creatic tumors, as well as chronic and autoimmune pancreatitis
[3,4,5]. However, the quality of pancreatic scanning images
and the experience level of the operating physicians can lead
to diagnostic errors. Thus, there is a pressing need for more ac-
curate diagnostic methods.

Artificial Intelligence (Al) enables machines such as compu-
ters to emulate, extend, or augment human intelligence. Ma-
chine learning is a type of Al that refers to the process by which
machines can learn and improve themselves through data and
algorithms [6, 7]. This technology has been utilized in diagnos-
ing and staging various cancers, including those of the lung and
ovary[8,9]. However, studies focusing on pancreatic cancer,
especially using EUS for image differentiation, are limited. Ku-
wahara and colleagues developed an Al model that detected
pancreatic lesions with an accuracy of 91.0% [10]. Zhu et al.
achieved a diagnostic sensitivity of 91.6%, specificity of 95.0%,
and accuracy of 94.2% by analyzing EUS images to distinguish
between pancreatic cancer and chronic pancreatitis[11].
Nevertheless, these studies are in the preliminary stages, often
lacking external validation and human-machine comparisons,
which limits their clinical application.

The Region-based Convolutional Neural Network (Faster R-
CNN) is an advanced object detection framework extensively
used in various domains, including medical image recognition
[12]. In this research, we introduce a novel Al algorithm based
on EUS images, named Modified Faster R-CNN (M-F-RCNN),
aimed at detecting pancreatic cancer. This model is designed
to enhance physician diagnostic capabilities and has been ex-
ternally validated to assess its effectiveness.

Patients and methods
Collection of clinical data and EUS images

We collected EUS images from 103 pancreatic cancer patients
and 52 non-cancer patients from three independent endoscopy
centers: Main campus, East campus, and Caotang campus of Si-
chuan Provincial People's Hospital, from July 2022 to July 2023.
This collection formed Dataset A, used for training, validation,
and testing of our model. In addition, for external validation,
Dataset B was created, comprising 1,000 randomly selected
EUS images from patients enrolled at these centers. Inclusion
criteria for pancreatic cancer patients were: (1) histopathologi-
cally confirmed pancreatic cancer and (2) underwent EUS ex-
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amination before treatment. Inclusion criteria for non-pancre-
atic cancer patients were patients who underwent EUS exami-
nation for other diseases, with no significant abnormal image
features in the pancreas section. Exclusion criteria were: (1)
age <18 or >80 years and (2) nonstandard images (without ana-
tomical markers or lesions).

Collected patient information included age, gender, symp-
toms, tumor size, location, EUS results, method of pathology
acquisition, and histopathological results of pancreatic cancer
patients. The source of information was the electronic clinical
records of patients. Any data that could identify subjects were
hidden and each patient was assigned a random number to en-
sure effective data anonymization and compliance with data
protection regulations. This study adhered to the Declaration
of Helsinki and received approval from the Ethics Committee
of Sichuan Provincial People's Hospital.

EUS examination procedure

EUS examination was completed by an experienced EUS physi-
cian using linear EUS.EUS equipment used at the three inde-
pendent endoscopy centers included SU9000 (FUJIFILM, Tokyo,
Japan) and EU-ME1 (Olympus, Tokyo, Japan) models. Ultra-
sound probe models were EG-580UT (FUJIFILM, Tokyo, Japan)
and GF-UCT260 (Olympus, Tokyo, Japan).

Development of the novel Al algorithm model
Data set and preprocessing

Dataset A comprised 414 images of cancerous areas from 103
pancreatic cancer patients and 300 images from 52 non-pan-
creatic cancer patients, all meeting specific inclusion criteria.
To enhance the diversity and number of training samples, data
augmentation techniques were employed, increasing the total
to 1,500 EUS images. An experienced EUS expert pre-classified
these images and marked cancerous areas. The dataset was
randomly divided into training, validation, and test sets with a
distribution ratio of 7:1:2.In addition, to assess model specifici-
ty, the original 300 non-cancerous images were included in a
separate test set to evaluate the false detection rate.

Dataset B used for external validation contained 1,000 EUS
images, including 585 pancreatic cancer images and 415 non-
pancreatic cancer images.

Image processing

To tailor our detection algorithm specifically for pancreatic can-
cer, we developed a dedicated EUS image detection algorithm.
This algorithm was implemented in the PyCharm (Community
Edition, version 2020.1.3) environment, configured with Py-
Torch 7.1 and Python 3.7, and run on an NVIDIA GeForce RTX
3070 GPU. The preprocessing stage involved extracting regions
of interest (ROI) and applying enhanced filtering techniques to
produce high-quality images. Optimization was further
achieved using the Contrast-Limited Adaptive Histogram Equal-
ization (CLAHE) algorithm. To minimize risk of false positives, a
Receptive Field Block (RFB) module was integrated at the top of
the detection model, designed to emulate perceptual features
of the human visual system [13,14]. »Fig.1 illustrates the
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» Fig.1 Data preprocessing flow and overall algorithm architecture diagram. a Data preprocessing flow chart. b Overall algorithm architecture

diagram.

complete architecture of the algorithm, while » Fig.2a demon-
strates the improvement in detection results for the same input
image, pre-integration and post-integration of the RFB module.

Cancerous region detection algorithm

The Feature Extraction Network (FEN) is a crucial component of
the Faster R-CNN model, tasked with analyzing and extracting
image information[15]. As depicted in »Fig.2b, we restruc-
tured the FEN architecture and integrated ResNet-50, a Feature
Fusion Module (FFM), and ROI Align into our Modified Faster R-
CNN, resulting in a new model dubbed Modified Faster R-CNN
(M-F-RCNN) [16,17,18].

To assess model recognition capabilities, we compared M-F-
RCNN with both single-stage (SSD, Yolo-v3, Yolo-v5) and two-
stage models (Faster R-CNN, SPPNet), visualizing algorithmic
differences and conducting a statistical analysis of average pre-
cision (AP), recall rate, accuracy, and loss rate.

For diagnostic validation, Dataset B was utilized to statisti-
cally analyze model sensitivity, specificity, accuracy, area under
the receiver operator characteristic curve (AUC), and diagnostic
time.

Human-computer competition and Al-assisted
image reading effect

Five EUS physicians from the Digestive Endoscopy Centers of Si-
chuan Provincial People's Hospital and Chongging University
Cancer Hospital participated in this study. The group com-
prised two experts and three novices. Initially, they independ-
ently diagnosed images and recorded the time taken, which
was then compared with the model's external validation results.
After a blind initial reading, the results from M-F-RCNN were re-
vealed, and the physicians reevaluated the images without the
re-reading time being recorded, to avoid any bias in diagnostic
time.
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Statistical analysis

Data analysis was performed using R language (version 4.3.1).
We employed two-sample t-tests or Wilcoxon-Mann-Whitney
tests for analyzing patient characteristics. Model performance
was evaluated using AUC for the ROC curve and AP for the Pre-
cision-Recall curve. These metrics assessed model effectiveness
at varying recall levels. Sensitivity and recall rates quantified
the proportion of true positives correctly identified by the mod-
el. Specificity and accuracy assessed the proportion of true ne-
gatives correctly identified and the correctness of positive pre-
dictions, respectively. Internal validation utilized AP, recall rate,
accuracy, and loss rate to compare model recognition capabil-
ities, whereas external validation quantitatively evaluated AUC,
sensitivity, specificity, and accuracy. AP and AUC curves were
generated using the pROC and ggplot2 packages, respectively.
AUCs of different models were compared using Delong tests,
while paired chi-square tests were employed to compare sensi-
tivity and specificity. Two-sided P <0.05 was considered statisti-
cally significant.

Results
Basic patient information

Dataset A comprised 1,800 EUS images, which included 414
original cancerous images from 103 pancreatic cancer patients.
Following data augmentation, this number was increased to
1,500 pancreatic cancer EUS images, alongside 300 non-pan-
creatic cancer EUS images. Detailed demographics and clinical
characteristics of these patients are presented in » Table 1. The
cohort consisted of 63 males (61.2%) and 40 females (38.8%),
with ductal adenocarcinoma being the predominant lesion
type, observed in 91 cases (88.3%). The most common tumor
location was the pancreatic head, accounting for 68 cases
(66%). Surgical operations and EUS-FNA were the primary
methods for pathology acquisition, represented in 47 cases
(45.6%) and 56 cases (54.4%), respectively. The most frequently
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» Fig.2 Overall structure and improvement of the pancreatic lesion detection model based on EUS images. a Introduction of the Receptive
Field Block (RFB) module improves detection results of the pancreatic lesion for the same input image. b Overall structure of the detection
model. c Performance of each model in detecting pancreatic cancerous regions were presented with average precision (AP) values.

reported symptom was abdominal pain, occurring in 55 cases
(53.4%). The average age of participants was 67.51 years (SD =
9.90), and the average tumor size was 3.53 cm (SD =1.00).

Dataset B contained 1,000 EUS images, including 585 pan-
creatic cancer images and 415 non-pancreatic cancer images,
with no detailed patient information collected.

M-F-RCNN performance

In Dataset A, performance of M-F-RCNN was compared with
classic object detection algorithms, as detailed in » Table2.
This included comparisons with single-stage models (SSD,
Yolo-v3, Yolo-v5) and two-stage models (Faster R-CNN,
SPPNet). M-F-RCNN demonstrated superior detection perform-
ance, achieving an AP of 97.35% and improving accuracy to
96.49%. This model showed a notable reduction in misdiagno-
ses and an increase in recall rate by 5.44%, indicating fewer mis-
sed detections. The model required an average of 98 ms to de-
tect tumors in a single image, fulfilling real-time diagnostic re-
quirements for EUS. » Fig. 2c illustrates the enhanced perform-
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ance of M-F-RCNN in identifying cancerous features in EUS ima-
ges compared to other models.

External validation using Dataset B demonstrated that M-F-
RCNN achieved a sensitivity of 91.7%, specificity of 91.5%, and
accuracy of 91.6%, with an average detection time of 113 ms
(» Table3).

Human-computer competition comparison

Diagnostic performance of five physicians was compared with
the external validation results of M-F-RCNN, as shown in » Fig.
3a and » Table 3. M-F-RCNN matched or slightly exceeded the
performance of two expert physicians and demonstrated sig-
nificant advantages over the three novices in sensitivity, speci-
ficity, accuracy, and efficiency, with the differences being sta-
tistically significant (P<0.01). Modes detection time was mark-
edly less, averaging 98 ms per image, compared with the signif-
icantly longer time taken by the experts and novices (10s, 8s,
20s, 195, and 23s, respectively).
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» Fig.3 Receiver operating characteristic curves for the M-F-RCNN model, experts, novices, and model-assisted. a The model outperforms
both novices and experts in terms of sensitivity, specificity, accuracy, and efficiency. b With the assistance of the M-F-RCNN model, the area
under the curve (AUC), sensitivity, specificity, and accuracy of experts and novices were significantly improved, while minimizing the gaps
among the physicians.

> Table 1 Description of various parameters in 103 pancreatic cancer patients.

Parameter Category Description
[n(%),xs]
Age (years) 67.51£9.90
Gender Male 63(61.2
Female 40 (38.3)
Symptoms Abdominal pain 55 (53.4)
Jaundice 48 (46.6)
Tumor size(cm) 3.53+£1.00
Location Pancreatic neck 12(11.7)
Pancreatic body 14 (13.6)
Pancreatic head 68 (66.0)
Pancreatic tail 9(8.7)
Pathological method Surgical resection 47 (45.6)
EUS-FNA 56 (54.4)
Nature of lesion Ductal adenocarcinoma 91(88.3)
Cystic adenocarcinoma 3(2.9)
IPMN carcinogenesis 4(3.9)
Adenocarcinoma with squamous 2(1.9)
Adenopapillary carcinoma 3(2.9)

EUS-FNA, endoscopic ultrasound fine-needle aspiration.

Hu Shan-shan et al. Enhancing physician support... Endosc Int Open 2024; 12: E1277-E1284 | © 2024. The Author(s). E1281
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» Table2 Performance comparison of cross-validation models.

Number Model Recall|(%)
1 M-F-RCNN 98.72
2 Faster-RCNN 93.28
3 SPPNet 84.89
4 SSD 86.21
5 Yolo-v3 88.56
6 Yolo-v5 90.24

Precision[(%) AP|(%) Rate of missed
detections|(%)

96.49 97.35 3.51

86.65 91.16 13.35

82.26 83.44 17.74

91.86 87.58 8.14

89.47 89.22 10.53

91.68 91.22 8.32

AP, average precision; M-F-RCNN, Modified Faster Region-based Convolutional Neural Network; Faster R-CNN, Region-based Convolutional Neural Network; SPPNet,

Spatial Pyramid Pooling Network; SSD, Single Shot MultiBox Detector.

> Table3 Comparison of diagnostic performance between M-F-RCNN and physicians.

AUC P value Sensitivity P value
(95%Cl) (95%Cl)

Al 0.916 Ref 0.917 Ref
(0.898, (0.894, 0.939)
0.933)

Expert 1 0.891 0.096 0.905 0.463
(0.871, (0.881,0.928)
0.910)

Expert 2 0.913 0.894 0.918 0.917
(0.895, (0.896, 0.940)
0.931)

Novice 1 0.704 <0.001 0.698 <0.001
(0.675, (0.661, 0.736)
0.733)

Novice 2 0.730 <0.001 0.508 <0.001
(0.707, (0.467, 0.548)
0.752)

Novice 3 0.594 <0.001 0.617 <0.001
(0.563, (0.577, 0.656)
0.625)

Specificity P value Accuracy P value Average

(95%Cl) time per
image

0.915 Ref 0.916 Ref 113 ms

(0.888, 0.942)

0.877 0.066 0.893 0.080 10s

(0.845,0.908)

0.908 0.710 0.914 0.873 8s

(0.880, 0.936)

0.709 <0.001 0.703 <0.001 20s

(0.666,0.753)

0.952 0.039 0.691 <0.001 19s

(0.931,0.972)

0.571 <0.001 0.598 <0.001 23s

(0.524, 0.619)

M-F-RCNN, Modified Faster Region-based Convolutional Neural Network; AUC, area under the receiver operating characteristic; Al, artificial intelligence.

Impact of Al assistance on diagnostic performance

With M-F-RCNN assistance, both experts and novices exhibited
significant improvements in AUC, sensitivity, specificity, and
accuracy, effectively reducing discrepancies in diagnostic per-
formance among different experience levels, as illustrated in
» Fig.3 and » Table 4. All improvements were statistically sig-
nificant (P<0.01), except for the AUC and specificity in Novice
2's assessments. Application of M-F-RCNN not only enhanced
the diagnostic capabilities of the physicians, but in some cases,
also led to performance indicators exceeding those of the mod-
el itself, likely due to mode guidance prompting a more thor-
ough review of the diagnoses.
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Discussion

Al image recognition technology has significantly advanced in
fields like CT and ultrasonography, aiding clinicians in delineat-
ing target areas and identifying lesions [19, 20, 21]. This study
leveraged the Faster R-CNN object detection framework to de-
velop the Modified Faster R-CNN (M-F-RCNN) model, which
demonstrated robust performance in EUS diagnosis of pancre-
atic cancer through internal testing, external validation, and a
human-computer competition.

The inherent challenges of high noise, low contrast, and
non-uniformity in EUS images necessitate effective denoising
solutions. While various models have been proposed for ultra-

Hu Shan-shan et al. Enhancing physician support... Endosc Int Open 2024; 12: E1277-E1284 | © 2024. The Author(s).



» Table4 Comparison of diagnostic performance of physicians with and without M-F-RCNN assistance.

AUC P value Sensitivity

(95%CI) (95%C1)
Expert 1+Al 0.946 <0.001 0.954

(0.931,0.960) (0.937,0.971)
Expert 2 +Al 0.959 <0.001 0.963

(0.947,0.972) (0.947,0.978)
Novice 1+Al 0.919 <0.001 0.881

(0.902,0.935) (0.855,0.907)
Novice 2 +Al 0.797 0.008 0.644

(0.774,0.819) (0.605, 0.683)
Novice 3 +Al 0.910 <0.001 0.945

(0.891,0.928) (0.927, 0.964)

P value Specificity P value Accuracy P value
(95%C1)

<0.001 0.937 <0.001 0.947 <0.001
(0.914,0.960)

<0.001 0.956 <0.001 0.960 <0.001
(0.937,0.976)

<0.001 0.956 <0.001 0.912 <0.001
(0.937,0.976)

<0.001 0.949 0.317 0.770 <0.001
(0.928,0.970)

<0.001 0.874 <0.001 0.916 <0.001

(0.842,0.906)

AUC, area under the receiver operating characteristic; M-F-RCNN, Modified Faster Region-based Convolutional Neural Network; Al, artificial Intelligence.

sound image denoising across different diseases, none fully
met our criteria for EUS image denoising [22, 23, 24]. This study
assessed two histogram equalization methods: Enhanced Con-
trast Histogram Equalization (ECHE) and CLAHE. Our findings
confirmed that CLAHE markedly improved image enhance-
ment, making EUS image features more discernible and im-
proving hierarchical differentiation, thereby becoming the pre-
ferred method for subsequent image processing.

For Al-based EUS diagnosis of pancreatic cancer, we refined
the Faster R-CNN model to include anchor boxes, classification,
and regression branches, which improved the algorithm's abil-
ity to discern high-level features and distinguish between fore-
ground and background, ultimately enhancing object detec-
tion. Adoption of the ResNet-50 backbone for feature extrac-
tion addressed the issue of blurry and unclear image edges,
which are prevalent in EUS images [14]. Its residual structure
helps mitigate degradation problems associated with increased
network depth. Integrating a FFM and a RFB further enhanced
feature representation and aligned the model more closely
with human perceptual processes. The use of ROl Align over
ROI Pooling, which employs bilinear interpolation to handle
floating-point coordinates, helped avoid misalignment issues,
culminating in a sophisticated M-F-RCNN model.

Al has seen promising research in EUS diagnosis of pancreat-
ic cancer. For instance, Kim et al. demonstrated the efficacy of
four deep learning models in segmenting pancreatic cystic le-
sions, with several models showing excellent results [25]. Ku-
wahara et al. distinguished between pancreatic and non-pan-
creatic cancer with high sensitivity and specificity using a CNN
[10]. A meta-analysis reported combined sensitivity, specifici-
ty, and AUC scores of 93%, 90%, and 0.95, respectively [26]. In
this study, the M-F-RCNN model identified pancreatic cancer
with sensitivity, specificity, and accuracy of 91.7%, 91.5%, and
91.6%, respectively, and compared with the diagnostic capabil-
ities of EUS physicians, the indicators were comparable or even
superior, proving the model's diagnostic capability has the po-
tential for clinical use.

Hu Shan-shan et al. Enhancing physician support... Endosc Int Open 2024; 12: E1277-E1284 | © 2024. The Author(s).

Although Al alone may not replace diagnostic processes, it
can significantly enhance accuracy of clinical diagnoses. For ex-
ample, a DLR model distinguishing between pancreatic cancer
and chronic pancreatitis provided Al scores and highlighted key
areas, improving physician diagnostic sensitivity without com-
promising specificity [27]. In our study, model-assisted im-
provements in diagnostic AUC, sensitivity, specificity, and accu-
racy were substantial, particularly in bridging the gap between
novice and expert physicians. Given the growing demand for
EUS examinations and the lengthy training required for EUS
physicians, this model offers substantial support, reducing the
likelihood of diagnostic errors and fostering novice physician
development.

However, this study has limitations. The external validation
performance of M-F-RCNN was slightly below internal test re-
sults, potentially due to limited diversity in the training dataset.
Clinically, distinguishing pancreatic cancer from other condi-
tions like solid pancreatic inflammations or neuroendocrine tu-
mors remains challenging. Plans include expanding the training
dataset to cover a broader range of conditions and conducting
subgroup analyses. Although the model achieved impressive
single-image recognition speeds, video validation was not in-
cluded in this study; thus, future clinical applications should
ideally involve prospective video validation to fully harness the
capabilities of the new model.
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