
Embedding artificial intelligence in healthcare:
An ethnographic exploration of an AI-based
mHealth app through the lens of legitimacy

Sydney Howe1 , Anna Smak Gregoor2 , Carin Uyl-de Groot1,
Marlies Wakkee2, Tamar Nijsten2 and Rik Wehrens1

Abstract

Purpose: Skin cancer, a significant global health problem, imposes financial and workload burdens on the Dutch healthcare
system. Artificial intelligence (AI) for diagnostic augmentation has gained momentum in dermatology, but despite significant
research on adoption, acceptance, and implementation, we lack a holistic understanding of why technologies (do not)
become embedded in the healthcare system. This study utilizes the concept of legitimacy, omnipresent but underexplored
in health technology studies, to examine assumptions guiding the integration of an AI mHealth app for skin lesion cancer risk
assessment in the Dutch healthcare system.

Methods: We conducted a 3-year ethnographic case study, using participant observation, interviews, focus groups, and
document analysis to explore app integration within the Dutch healthcare system. Participants included doctors, policy-
makers, app users, developers, insurers, and researchers. Our analysis focused on moments of legitimacy breakdown, con-
trasting company narratives and healthcare-based assumptions with practices and affectively-charged experiences of
professionals and app users.

Results: Three major kinds of legitimacy breakdowns impacted the embedding of this app: first, lack of institutional legit-
imacy led to informal workarounds by the company at the institutional level; second, quantification privilege impacted app
influence in interactions with doctors; and third, interactive limits between users and the app contradicted expectations
around ease of use and work burden alleviation.

Conclusions: Our results demonstrate that legitimacy is a useful lens for understanding the embedding of health technology
while taking into account institutional complexity. A legitimacy lens is helpful for decision-makers and researchers because
it can clarify and anticipate pain points for the integration of AI into healthcare systems.
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Introduction
The potential of new, data-driven artificial intelligence (AI)
applications in healthcare has been widely recognized.1–4

AI-based healthcare applications are being introduced
across a variety of medical disciplines, gaining momentum
as augmenters of human-based diagnostics.5–8 AI tools
have proven especially promising for image recognition
and analysis; clinically-validated diagnostic support tools
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are now available in disciplines ranging from radiology1 to
dermatology.5However,despitestrongdesirefromdevelopers,
doctors, policymakers, and patients, many technically-
sound and clinically-promising technologies struggle to
become structurally embedded in healthcare.9–11

Simultaneously, problems caused by flawed technologies that
have become embedded have significant financial, medical,
and social costs,12,13 especially in terms of public trust.14,15

Dermatology is considered an especially interesting dis-
cipline for AI applications performing image classification
due to the large number of clinical image databases avail-
able and the visual component of diagnosis.16,17 In an
effort to provide the right care at the right time and alleviate
healthcare budget pressures,7,18 mobile health (mHealth)
applications using artificial intelligence (AI) to facilitate
early diagnosis of skin cancer are in particular gaining
popularity. Studies of skin cancer risk assessment apps
often present potential benefits of these technologies in
terms of improved accuracy of detection, better care
access for patients, and work burden relief for physi-
cians.5,6,19,20 Yet despite widely recognized potential bene-
fits, it is currently unclear how these technologies may
reshape interactions among patients, doctors, and other
actors within a healthcare system. Furthermore, it is not
yet known how these contextual interactions may impact
the adoption of the technology in the wider healthcare
system. To our knowledge, this study represents the first
ethnographic exploration of the adoption, acceptance, and
implementation of a skin cancer risk assessment app, and
one of the first studies of its kind for any AI healthcare
technology.

In explorations of healthcare technologies, existing frame-
works for studying technology acceptance, adoption, imple-
mentation, and governance provide significant data about
parts of the process through which technologies become
embedded in healthcare.21–29 For instance, the Technology
Acceptance Model focuses on acceptance via behavioral
intention,26 while other frameworks attempt to cover more
issues at once using a variety of qualitative methods, such as
thenon-adoption, abandonment, scale-up, spread, andsustain-
ability framework (NASSS).9 We use the term “embedding,”
in the sense of making a process (such as using technology) a
normal part of everyday life (in a healthcare context).30 Thus,
we add to these frameworks’ understanding of individual pro-
cesseswork together to incorporate technology intohealthcare
in away that eventually becomes taken for granted. Evenwith
so much data, researchers, policymakers, and developers still
have difficulties determining why some technologies become
structurally embedded in healthcare while others do not. For
instance, many technology acceptance and adoption studies
are based primarily on studies of behavioral intention and
other perceptions of the future among participants,26,28,31,32

limiting their predictive power for context-based obstacles
that are only made visible in practice.26 These issues are
well known and recently, there has been progress in

developing frameworks toaccount for thesegaps, for instance,
by focusing on organizational barriers33 and outcomes not
driven by acceptability.9,34

However, acceptance, adoption, and implementation fra-
meworks rarely address legitimacy as a primary issue for
embedding new technologies, despite the ubiquitous use
of the term throughout the literature on health technology
across several social science and medicine disciplines.35–40

We argue that legitimacy is a crucial theme in understanding
why and how technologies are (not) structurally embedded in
healthcare.

We build on Suchman’s 1995 seminal definition of legit-
imacy as “a generalized assumption that an entity and/or its
actions are desirable, proper, or appropriate within some
socially-constructed system of norms, values, and beliefs”
(574).41–44 Drawing from literature within Organization &
Management Studies and Science & Technology Studies,
we add that legitimacy has an affective quality, in that it
may contain sensations and feelings but it is not in itself
an emotional quality.43 We also add that legitimacy is
always relational, in that it occurs between at least two
entities (such as actors, institutions, or technologies).42

While legitimacy studies related to healthcare and technol-
ogy have explored the term in depth conceptually,45,46 few
studies have focused explicitly on legitimacy as a means of
understanding how and why a new healthcare innovation or
health technology becomes (or does not become) embed-
ded.37,47 Moreover, many studies view legitimacy of new
technologies only in terms of language or narratives.
Limited literature examines how legitimacy is produced
through the practical actions and negotiations of actors
within a healthcare system, despite empirical evidence of
practice as a key driver of legitimation for new technolo-
gies.38,39,48 This study does both: here, we focus on legitim-
acy as essential for adoption, acceptance, and
implementation of health technologies through an ethno-
graphic analysis that explicitly centres practices as a
primary driver of legitimation. We use both narratives
and relationships as a context for understanding expecta-
tions49 that may help drive assumptions leading to legitim-
acy misalignments.

We take as our case study an AI-based skin cancer risk
assessment smartphone app. The SkinVision app uses a
convolutional neural network to produce a high- or
low-risk rating for users based on images taken with a
smartphone camera; photos are also checked by a team of
dermatologists. It is trained using thousands of photos for
which diagnoses have been confirmed by a dermatologist
or histopathology when available. As of May 2024, the
app is reimbursed by several insurance companies within
the basic insurance package, providing over 8 million
people50–53 in the Netherlands with access to the app,
even though it does not yet have approval from the Dutch
National Health Care Institute (ZIN). Both this appa and
others have been explored extensively in clinical trials;
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however, we have found no ethnographic studies of how
these apps are integrated into healthcare systems. Using
legitimacy as our theoretical lens also answers calls for
ethnographic research of AI tools that address ambiguous,
subtle, and absent data adequately.54

Studying the role of legitimacy in embedding AI-based
technologies in medical practice empirically can be chal-
lenging because elements within a fully-legitimate
system can become so taken for granted they are rendered
nearly invisible.55,56 A focus on moments of legitimacy
breakdown makes it possible to study assumptions and
the backgrounded infrastructure55 supporting legitimacy
processes in a complex system, such as technology inte-
gration in healthcare. Assumptions and backgrounded
infrastructure, in the context of this study, can include a
wide variety of unquestioned and unnoticed elements in
both the narrative around technology and the medical
system. For instance, as other authors have noted, assump-
tions about health technology usage are built into technol-
ogy designs,57–59 and unspoken assumptions about
hierarchies in medicine can make it difficult to shift prac-
tices even after change is implemented.38,60 We include
both assumptions built into the company narrative and
assumptions ingrained within the medical context into
which the app is embedded. We consider “breakdowns”
in legitimacy to be moments when narrative or context-
based assumptions are brought into question or actively
contradicted through practices pertaining to the app or
users’ affective relationship to the app. The existence of
moments of legitimacy breakdown does not mean narra-
tives are incorrect, or differences with practices are (neces-
sarily) problematic. Rather, by focusing on these
moments, we gain a deeper understanding of the nuance
and complexity involved in embedding technology in
healthcare because it allows us to observe and thus ques-
tion baseline assumptions that otherwise go unnoticed
during the embedding process.

Therefore, our research question is: what can we learn
from moments of legitimacy breakdown about the assump-
tions guiding the embedding of this AI-based application in
the Dutch healthcare system? To answer our research ques-
tion, we combine a theoretical lens grounded in a long trad-
ition of legitimacy studies in the social sciences while
employing an ethnographic approach to study legitimacy
empirically.

We first discuss our study design and methodologies
used. We then explore our data with an analysis of the
company narrative, followed by a discussion of how break-
downs manifest between this narrative and the practices of
institutions (such as bureaucratic processes), users, and
doctors. Next, we examine how the affective aspects of rela-
tionships between individual users and the app impact legit-
imacy. Finally, we discuss the implications of our data for
technology acceptance, adoption, and implementation
through the lens of legitimacy.

Methods
This study was conducted using a wide range of ethno-
graphic methods between 2020 and 2023. These methods
included participant observation at general practitioner
(GP) practices, dermatology clinics, work places, and per-
sonal homes; narrative interviews and open-ended focus
groups with expert stakeholders; autoethnographic observa-
tions in fieldnotes; remote ethnographic fieldnotes made
using digital tools such as Microsoft Teams and video
recordings; and document analysis of research and strategy
documents from Erasmus Medical Center (EMC) and the
Dutch Health Care Institute (ZIN), regulatory information,
and the company’s advertising materials, media presence,
and website. All participants were informed of the respect-
ive roles and positions of each of the researchers involved in
the process and the purpose of the research via the informed
consent form, and were invited to ask questions both before
and after each study inclusion. Social scientists with exten-
sive ethnographic experience (first author, last author) led
study design, data collection, and analysis; medical
researchers with some ethnographic training contributed
to data collection. Documents analyzed are available to
the public. We used the SRQR checklist when writing our
report:61 see Appendix 1 for more details.

This study includes ethnographic observations and field-
notes from several researchers in the context of a wider col-
laboration between social scientists at Erasmus School of
Health Policy and Management (ESHPM) and medical
researchers at EMC, producing a diversity of perspectives
unavailable if all observations had been conducted by a
single ethnographer. Our data were collected in a tradition-
ally ethnographic manner: we pursued data collection itera-
tively and abductively in combination with data analysis,
adding more data sources to fill gaps observed in
previously-collected data sets.62 This process, and the
observational data itself, was given additional structure by
our focus on legitimacy breakdowns. Nevertheless, a key
component of ethnographic research is the capacity to
allow new themes to emerge from spontaneous and unex-
pected data points; our focus on legitimacy breakdowns
framed, rather than prescribed, the data collected.63

Data collection

Data were collected over a period of three years from a
wide variety of sources and then integrated as a means
of studying various components of the larger system
over time. Ethics approval was granted by Erasmus
University Rotterdam (EUR) for ethnography and inter-
views (ETH2324-0010). Informed consent was collected
and data was pseudonymized and stored securely to
ensure adherence to European privacy guidelines.

Collaborative ethnographic methods. Some data were
acquired within the context of a pilot study examining the
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conditions and feasibility for a study of the introduction of
the app into primary care in the Netherlands, conducted by
EMC (MEC2021-0254,).64 This pilot feasibility study was
part of an ongoing collaboration between EMC and
ESHPM. Additional data were collected through focus
groups and interviews with medical professionals such as
doctors, nurses, and administrative staff. Participant obser-
vation took place in-person at GP practices.

Some data were also acquired in the context of a study
investigating the diagnostic accuracy of the app in a clinical
setting, conducted by EMC (MEC-2019-041).65 The app
was used to assess lesions after clinical diagnosis and
before obtaining histopathology; the use of the app had
no impact on patient care or health. Participants observed
with malignant lesions were over age 50; student benign
control participants were between ages 22-30. Participant
observations took place both in-person at Dutch hospital
clinics, and remotely via Teams or video recordings when
in-person observation was not possible due to COVID-19
pandemic restrictions.

Convenience sampling was used in both studies: ethno-
graphic data was collected from participants who were
recruited based on clinical study criteria.64,65 Accuracy
Study participants were asked to participate in-person by
dermatologists at their appointments for a suspicious skin
lesion check; GPP participants were asked to participate
by phone or email after contacting their GPs regarding a
suspicious skin lesion. The total inclusion time for all par-
ticipants was between 20 min and 45 min.

App experiences ethnography study. Focused on micro-level
relationships (between users and the app), the App
Experiences study (AE) provided data about the physical
and practical management of the smartphone and the app
by individual users, and how the app impacts the patient
experience of assessment of suspicious lesions. App users
were recruited through personal networks and the EUR
via text message or email using the snowball sampling
method. Participation lasted 30 min to one hour, and
included a short interview and observation while the partici-
pant downloaded and registered with the app and used the
app to make a risk assessment of a skin lesion of their
choice. Participation occurred in private homes or in
closed rooms at the EUR. Participants (n = 15) ranged in
age from 25 to 40 years and were roughly 50% Dutch,
with the majority of foreigners originating from elsewhere
in Europe. All but one participant had obtained a Masters
degree or higher. Participants gave informed consent for
participation and audio recording in writing and had the
opportunity to comment on their answers. Researchers
never recorded medical information provided to the app,
nor did this study use or access app photos. This study
was funded independently through the lead author’s
internal departmental funding and received ethical approval
from ESHPM (ETH2324-0010).

Additionally, the lead author participated in the study
through autoethnographic observations of three skin
lesion checks using the app, a GP visit, and a dermatology
follow-up. This data was recorded in detailed fieldnotes.

Interviews with expert stakeholders. The lead author con-
ducted interviews with expert stakeholders working in
research, health insurance, policymaking, and technology
development (n = 8). These semi-structured ethnographic
interviews66 lasted between 30 min and 2 h and were audio-
recorded and transcribed. Some follow-up emails and docu-
ments provided during these interviews were also analyzed
as data with participant permission (Table 1).

Analysis

We abductively moved back and forth among various data
sources and theoretical concepts67,68 to account for the
breadth and diversity of the data. We continued data collec-
tion until saturation was reached. All interviews and focus
groups were recorded and transcribed. Observations were
either recorded and transcribed or described in detailed
fieldnotes;69 if both existed for an interaction, these were
collated before analysis. The final, fully digital data set
(including transcriptions, fieldnotes, documents for ana-
lysis, recordings, and spreadsheets of metadata) was filed
on secure EUR or EMC servers, according to GDPR
standards.

The first author then abductively coded this data using
thematic analysis techniques70 in a combination of
Microsoft Word, Atlas.ti, and Excel. The first and last
authors then discussed the first round of coding and initial
ideas generated from these codes.71 For example, in one
round, the first author coded practices of users that did
not fully match the instructions on the company website;
within these practices, the first author coded the emotional
quality of the interaction. The first and last authors then dis-
cussed how these emotional qualities may relate to legitim-
acy. The first author then returned to the data to verify the fit
of this idea before continuing to code. Using an iterative
process with several more rounds of coding, idea gener-
ation, and regular feedback and discussion meetings with
the last author, the first author continued thematic analysis
until all legitimacy issues observed in the data had been
adequately accounted for and described.

Given our approach to legitimacy as an inherently rela-
tional concept, we analyzed our data in the context of the
particular relationships impacting the embedding of the
app in the healthcare system. Within this relational
context, breakdowns were especially visible in misalign-
ments between narratives or expectations and practices.
Finally, we explored the affective nature of these break-
downs, which was particularly observable in relationships
between people and the app, and doctors and patients. A
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visualization of the themes and subthemes produced
through this analytical process can be found in Figure 1.

Results
As we consider the embedding of new health technologies in
practice through the analytical lens of legitimacy, we focus
on the processes and activities through which such technolo-
gies gradually do or do not become taken-for-granted.
Legitimacy can be understood as a process72,73 that is
shaped in the interactions between various stakeholders,
the technology, the organizational context and the broader
healthcare system requirements in which the technologies
are developed. This also includes the narratives about the
technology, systems of interaction already present in the
context into which a technology is being introduced, and
affective responses to the technology in use. We analyze
“moments of breakdown” of legitimacy to understand what
assumptions impact the process of embedding this new tech-
nology in the Dutch healthcare system.

Here, we consider moments of legitimacy breakdown for
the app as it moves through different levels of the healthcare
system in the Netherlands. Within our results, we gradually
zoom in on relationships and interactions involving the app

from the macro level to the micro level74 to guide our
readers through the various themes and subthemes identi-
fied in our analysis. We start at a system-wide, macro
level with a discussion of the company narrative in the
context of the Dutch healthcare system. We then move
toward a discussion of regulation and insurance practices,
and how these practices negotiate between the company
narrative and the Dutch health care context. From there,
we move to a meso-level examination of medical practices
in clinics, specifically between GPs and patients, and how
the interaction of these practices with narratives and expec-
tations of the app generates legitimacy breakdowns. Finally,
we examine micro-level practices among individual users.
We begin with a discussion of physical user practices, fol-
lowed by an exploration of how expectations about the app,
whether defined by the company narrative or other elements
in the user’s context, interact with user practices to generate
an affective experience for individuals (Figure 2).

The company narrative in context: accuracy, risk and
institutional positioning

In the Netherlands, the current standard of care for skin
cancer risk assessment runs through GP offices. Everyone

Table 1. Data sources and researchers.

Type of inclusion Conducted by Number of participants Date

Interviews with medical researchers Author 1 (female) 2 2020

Interviews with app company staff Author 1 3 2021

Autoethnography Author 1 3 instances (study participant +
independent high-risk rating)

2021,
2022

Interviews with policymakers and insurers Author 1 3 2023

App Experiences (AE) ethnography study with
individual users

Author 1 15 2023

GP Pilot Study (GPP) inclusions with
ethnographic data

Authors 1, 2 (female), masters
students (female, male)

31 + unspecified doctors + 2
researchers.

2022–
2023

GPP focus groups Authors 2, 6 (male) GPs (n = 5), doctor’s assistants (n = 3) 2022

Ethnographic observations of GPP inclusions Authors 1, 2, masters students 4 (2 patients, 1 researcher, 1 doctor) 2022

Accuracy study remote (teams) and in-person
ethnography inclusions

Author 1 9 participants (3 remote), 1 researcher,
1 doctor

2021

Accuracy study video inclusions Author 1, masters students
(female, male)

9 (4 participants, 4 helpers, 1
researcher)

2021

Document analysis Author 1 5 documents 2020–
2023

Howe et al. 5



who lives or works in the Netherlands is legally required to
take out a standard health insurance package to cover their
medical costs.75 95% of Dutch residents are registered with
a GP.75 For a skin cancer risk assessment, a person with a
suspicious skin lesion should schedule an appointment
with their GP. Depending on the type of cancer suspected,
the GP has several options: they can treat the lesion them-
selves, refer the patient to a dermatologist, or take a “wait
and see” approach.76

This skin cancer risk assessment app is currently mar-
keted to the entire Dutch population. In this model, indivi-
duals can download the app onto their own smartphones
and register using their insurance information. They can
then use the app without a doctor to perform a skin
cancer risk assessment at home. If the app produces a
“high risk” result, text on the app recommends that the
user make an appointment with their doctor.

The company’s narrative describes the app as an effi-
cient, effective, and institutionally-approved solution to
an urgent healthcare problem. The company website pre-
sents “skin cancer” as a life-threatening risk that must be
“caught in time” and the app as an important innovation
for early detection that can provide a reliable assessment
in “30 seconds” and is “95% accurate.” Institutional legit-
imacy is invoked through language and visuals: the term
“regulated” appears four times on the “Explore
SkinVision” page alone, “clinically validated” appears
twice, and the website is plastered with icons denoting regu-
latory approvals and partnerships with large, trusted organi-
zations.53 By addressing legitimacy in terms of both
medical scientific validity standards and institutional
norms, the website appeals to doctors and policymakers.
Simultaneously, the company addresses other audiences
with an instrumentalist discourse common to start-up
culture that positions AI mHealth as a positive, highly reli-
able change to an outdated healthcare system.77 Combined
with a classification of skin cancer as a healthcare

Figure 1. Themes and subthemes.

Figure 2. Results structure.
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“emergency,” this discourse appeals to both potential users
and investors interested in technological solutions to soci-
etal problems. For example:

The SkinVision app is empowered by a highly accurate AI
algorithm and is supported by an advanced quality system
involving the best dermatologists worldwide, which has
only one goal: making sure you visit the right doctor at
the first sign of risk for skin cancer” (emphasis added)
(SkinVision website, accessed 6 May 2024)

Through an earlier mention of dermatologists, the
company implies that dermatologists are “the right
doctor” for initial skin cancer screening. Phrasing the
problem in terms of “first sign of risk” rather than “first
sign of cancer” outlines the company’s goal to become uni-
versal preventative care. This narrative suggests a
threat-aware orientation to both skin cancer and the health-
care system that requires individuals to be proactive to
protect their own health, a common narrative around the
introduction of new health technologies.78

In practice, however, skin cancer and the app’s perform-
ance appear significantly more nuanced than this narrative
suggests. For instance, the vast majority of skin cancers
are forms of basal cell carcinoma (BCC), which grows
slowly and only rarely metastasizes.18 These cancers are
therefore not life-threatening, or even particularly “risky”
from a health perspective, though they require treatment
and their prevalence creates a significant burden on the
care system.18

Additionally, the algorithm does not work well for
people with darker skin tones79 for a variety of reasons,
both social and technical.80–82 Company dermatologists
review any low-contrast lesions photographed, which
includes most lesions on dark skin. The app only assesses
photos of lesions and takes symptoms of an individual
lesion into account in its recommendations. Skin type and
overall skin cancer risk are assessed through separate vol-
untary questionnaires for the user’s knowledge only; these
do not inform the assessment of photographed lesions.83

However, this is not necessarily clear within the app: two
AE participants believed their lesion risk assessment
was influenced by their skin type questionnaire
(Participants 4, 7) before the app was changed to direct
users to photograph their lesion before filling in the ques-
tionnaires in mid-November, 2023.

In terms of scientific validity, “95% accuracy” reflects
the app’s 95% sensitivity rate in a clinical validation
study.84 However, according to this same study, the app’s
specificity, an important part of “accuracy” in scientific ter-
minology, is significantly lower at 78%.84 This means that
the app is relatively good at avoiding false negatives (i.e.,
rating a cancerous lesion as low-risk) but not as good at
avoiding false positives (i.e., rating a non-cancerous
lesion as high-risk). However, the reliability of these

numbers is somewhat contested85,86 and the numbers do
not reflect possible changes in positive and negative pre-
dictive values among different populations and settings.65

Across several studies, the app has been shown to rate a sig-
nificant number of benign lesions87,88 as “high-risk”; this
may lead to unnecessary excisions and care. In one study,
researchers observed a six-fold increase in insurance
claims for benign skin lesions with “high-risk” ratings
from the app, and a two-fold increase in claims for
benign lesions with “low-risk” ratings, compared to a
control group receiving standard care.83 It is therefore pos-
sible that using the app makes patients more likely to seek
care regardless of the risk rating.

Despite a company narrative of broad institutional
support, the institutional positioning of the app in practice
is more ambiguous. On the one hand, the app has CE certi-
fication in compliance with the current EU-level regulations
of medical devices (though this regulation will soon
change89). Several large insurance companies in the
Netherlands already reimburse the app in the basic
package and other insurers include the app in supplemen-
tary insurance packages. After years of opposition to AI
for skin cancer risk assessment, the Dutch Dermatology
Association released a position statement in 2023 detailing
possible benefits and drawbacks of various scenarios for AI
mHealth apps but not approving all scenarios or the app’s
current position in the care system.90 The first randomized
control trial that would provide evidence at EBM standards
is currently in progress,91 and the app does not yet have
approval from ZIN (which is not unusual for a small
company). While the app is clinically validated,65 appropri-
ate positioning of the app within the healthcare system is
still unclear for both regulators and medical professionals.

Regulation and insurance practices

While some regulations and insurance practices align well
with the company narrative, significant deviations under-
score the complexity of embedding a new technology into
the healthcare system. Therefore, our presentation of data
highlights the moments of legitimacy breakdown, rather
than focusing on alignments.

In the Netherlands, health insurance is private but highly
regulated. ZIN “supervises and stimulates the quality,
accessibility, and affordability of healthcare in the
Netherlands”.92 Among other legal tasks, ZIN “advises
the minister on whether care should be included in the
basic benefit package of publicly funded health insurance;
distributes public funds among health insurers based on
risk equalization; and improves exchange of digital infor-
mation between healthcare providers”.92 While ZIN offers
explicit recommendations for coverage under the basic
insurance package for approximately 10% of new health-
care services and technologies (including medicine), most
of the time, healthcare actors, like insurers, decide on
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their own what should be covered based on the Healthcare
Act (Zorgverzekeringswet).93

Currently, preventative care is not covered by insurance
with exceptions for some screenings and vaccinations based
on risk status and/or age group. With few exceptions, GPs
act as gatekeepers to all other healthcare, referring patients
to specialists as needed. However, ZIN does not have the
capacity to review every new health technology on the
market. Therefore, discretion is left to insurers about what
to include in the basic package when dealing with most
new technologies, especially from smaller companies.

This is what has happened with this app. The app’s
current positioning as preventative care available to
anyone on demand makes it an unusual case, and poten-
tially problematic from a Dutch regulatory perspective.
Despite lacking the institutional legitimacy of a “formal
opinion” from ZIN, the app is reimbursed by several
insurers for all members without a referral.

In the case of SkinVision, one of the larger healthcare
insurers decided that they believed it was part of the basic
healthcare insurance and they started paying from the
basic healthcare. That means that they get a part of your
income as an insurer from the insurance. But the major
part comes from the government. They collect income tax
and pay the healthcare providers for the care they delivered,
and insurers get that money back based on the amount of
healthcare insured (clients) received. But if you start
sending invoices (for the app), you will get a larger share
of the pie, so to say, and that’s not good. It should be the
same for everyone. (Health insurer 1)

Heavy regulation of insurance policies and tax-based con-
tributions to healthcare costs make the app’s current reim-
bursement status somewhat risky on both a legal and
financial level if ZIN issues a formal opinion against inclu-
sion in the basic package. Conversely, using other kinds of
relationships, i.e., with insurance companies, to maintain
legitimacy without official approval may be a successful
strategy for a small company that needs income to continue
to exist. Without the resources of giant pharmaceutical
companies, these kinds of trade-offs can be the only afford-
able way for smaller tech companies to produce the kind of
evidence necessary for formal approval by ZIN.94 As it
wrestles with the longer and more official avenues neces-
sary to form legitimizing relationships with regulatory
bodies in the Netherlands, the company (and the app by
proxy) has developed some institutional legitimacy
through relationships with a critical mass of insurers.

GP practices

Moving toward the meso level of relationships, we now
turn our attention to the ways in which the app disrupts
standard care for skin cancer risk assessment in practice

at a clinical level. We focus here on GPs as the gatekeepers
for all secondary care in the Dutch healthcare system,84 and
therefore, as the first point of contact for people who use the
app in the Netherlands.

Following the standard of care. We first explore the “back-
stage”95 of interactions between patients and GPs without
technology involved. There is significantly more happening
during a skin cancer assessment in a GP office than is cap-
tured through the app. In this section, we discuss what is
under the surface of these interactions that is not captured
by the technical narrative of the app’s performance.

In the Dutch GP guideline for suspicious skin lesions,76

the process for how to evaluate skin lesions and treat skin
cancer at the GP level is clearly delineated. GPs are the
first point of triaging. GPs should do a full body scan for
patients presenting with a suspicious lesion. If the GP
believes a lesion is precancerous or a low-risk basal cell car-
cinoma, they should remove it or treat it with methods like a
cream or liquid nitrogen, depending on the lesion and loca-
tion; lesions such as high-risk basal cell carcinoma,76 squa-
mous cell carcinoma, and melanoma should be referred to a
dermatologist for treatment and removal. All excised
lesions should be histopathologically evaluated to confirm
the diagnosis.76

Guidelines can appear to be somewhat “algorithmic” on
paper, in that they use a step-by-step process to accomplish
a task,96,97 and thus potentially translatable into computer-
based reasoning systems. In practice, a GP’s course of
action for a suspicious lesion is determined through a con-
versation with the patient instead of an isolated judgement
of the GP about the appearance of a particular lesion; the
latter would be more analogous to an app-based risk assess-
ment. These conversations between patients and GPs (GPP)
usually encompass far more factors than the skin lesion
itself:

The doctor listens carefully to the patient’s questions and
concerns. The patient tells her story and mentions again
that she has had radiation therapy (for cancer). After this,
the patient says that she’s worried about a number of
lesions on her skin, and motions to several lesions on her
face and throat. She says her partner remarked on a lesion
on her back as well. This represents more lesions than the
patient had presented to the medical researcher using the
app.

The doctor examines the lesions using the dermatoscope.
The doctor says not to worry about the lesion on her
throat, but she has doubts about the lesions on her face
and back. Therefore, she wants to refer the patient to a
dermatologist for further advice. The patient answers that
she agrees with the doctor, and seems satisfied with the
outcome. (GPP, R1 observation, practice 3)
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In this case, the risk assessment from the app was “low.”
However, in the diagnostic interaction, the doctor
accounted for the location and number of lesions, and the
patient’s medical history, in addition to lesion appearance
and complaints. Interestingly, the patient had not presented
this entire history, nor all of the lesions to the medical
researcher and the app, but instead waited until she could
speak to a doctor. In doing so, the patient framed her com-
plaints in the terms most comprehensible to the actor (app
or doctor) from whom she sought care.

Privileging quantified data. Most GPs stated that the app’s
rating would not change their diagnosis. Some mentioned
they would not change their diagnosis if they were
“sure,” but they may turn to the app for “reassurance”
when doubtful. However, in practice, the app may have a
large impact on the GP’s treatment plan, regardless of
how “sure” the GP felt about their diagnosis at the start:

The doctor examines the patient with a dermatoscope and
thinks aloud. She says she suspects that it is an old-age
wart. The patient says that a scab has fallen off on the
skin spot. She used the app when the scab was still on
and got a ’high risk’ result. After the scab had fallen off,
she used the app again. This time, she says that the result
is ’low risk’. I remember that the ‘high-risk’ result was
the one recorded in the study’s system…Initially, the
doctor says not to worry, but says if the app gives a high-
risk result, she would refer the patient to a dermatologist.
The doctor states that she assumes a ’low risk’ result and
indicates that she is still thinking the lesion is an old-age
wart. However, she says, because of the earlier high-risk
result from the app, she will schedule the patient for a
follow-up appointment to remove the skin spot and send
it for analysis. I am amazed that the doctor allows her
plan to depend very much on the app result. The patient
leaves the doctor’s office. I let the doctor fill in questions
for the medical study on the iPad. Later, when I check the
questionnaire again, I see the doctor has completed all ques-
tions. However, when asked whether she would adjust her
plan based on the risk result, the doctor answered ’No’. This
contradicts the doctor’s earlier statements! (GPP, R2 obser-
vation, practice 2)

The influence of AI decision support systems on expert
opinions is well documented.98,99 In this case, it appears
that AI influenced the GP more strongly in practice than
she indicated in a survey. While this could be an example
of survey user error100 or concern for legal liability,101 it
is likely that the GP was either unaware of the influence
or did not perceive it to be “influence,” resulting in the dif-
ference between observations and survey data. The app fits
easily within pre-existing frameworks that are considered
part of good evidence-based medical practice,102,103 and
thus benefits from privileges already accorded to

technology and quantification in the practice of medicine.
These privileges allow the app to slot into pre-existing
taken-for-granted ideas104 about the superiority of quanti-
fied data over experiential data and qualitative expertise.
This easy fit thus represents a moment of breakdown in
legitimacy not for the app itself, but because the veracity
of the app’s recommendations is so taken for granted that
the app inadvertently subverts the existing supremacy of
physicians’ expertise over technology recommendations.
Rather than using the app as a tool for medical investigation
in the way that the GP used the dermatoscope, in this inter-
action, the app’s recommendation took on increased
importance. Whether this change resulted from unnoticed
influence, or concerns about legal ramifications of contra-
dicting a technological solution’s presumed-accurate rec-
ommendation, the app’s influence on the physician’s
decision contradicts basic assumptions about medical hier-
archies (that human judgment always takes precedence over
AI-based decision support).

Managing work burden. GP practices also contradict
assumptions made in both the company narrative and
medical context about AI as work burden relief.
Healthcare providers regularly suggested a primary interest
in the app as a method of relieving the work burden from
seeing too many patients. GPs and assistants (GPP) fre-
quently cited anxious patients without good reason to
seek care as a source of this extra burden. Some GPs saw
this as an opportunity for the app:

The GP said that he would like to have the application
during consultations for extra certainty in case of doubts
about the diagnosis. He would also like it if patients
could use the application at home beforehand. Since the
app has a high sensitivity rating, if there is then a low
risk, he would like to use a low-risk rating to prohibit
patients from coming to the consultation hour. (GPP,
Observation, practice 3)

Other GPs, however, thought the app would make no
difference:

The hypochondriacs who have been here ten times with
spots and things…like, yes, I can see that you’re very
worried, but the app won’t help with that. I need to get
them in the consultation room, provide some nuance.
(GP, Focus group 1)

Some GPs noted that impatience when it comes to skin
cancer is understandable, even when it puts pressure on
the practice:

People don’t want to wait long for a spot. Many people have
already googled, so don’t say you can only see the doctor
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on Wednesday afternoon…I mean, that’s quite a long time.
(GP, focus group Practice 2)

However, there were no GPP participants who fit this
“hypochondriac” description. While GPs were sometimes
dismissive of a patient’s concerns about a lesion, they
never indicated that the patient should not have come in
for a skin check. In interviews with researchers after a
GPP inclusion, GPs always accounted for a reasonable
source of an anxious patient’s concern (for instance, a
family history of melanoma). In several instances, the GP
believed a lesion (or other lesions on the body) to be high
risk and worth a referral to the dermatologist without
patient request, even when the app provided a low-risk
rating.

These observations suggest that expectations of work
burden relief from the introduction of AI tools may not
align with the experience of work burden in practice for
GPs. While the relief of work burden is not explicitly pro-
mised by the app, the company narrative plays into basic
assumptions about the use of technology in healthcare,
bringing this issue to the forefront. This threat to legitimacy
is therefore only made visible when the app is embedded
within a workflow in practice, such as at a GP office,
when expectations of work burden relief are not met in
practice.

User practices

In this section, we explore how practices of individual users
dealing with the app reveal legitimacy breakdowns at the
microlevel. These breakdowns represent misalignments
with assumptions based on both the company narrative
and the context of app use, in this case, the personal
nature of individuals’ smartphones.

People often struggle to use the app alone. Only a small
minority of GPP participants were able to successfully use
the app at home before coming in for their appointment.
Even when assisted by a researcher, several participants
were unable to use the app successfully at all.

The reasons for usage issues varied, but the location of
the lesion was a primary factor. The app can only use the
rear camera of a smartphone for quality reasons. As such,
it was impossible for most people to center the lesion and
hold the phone steady without the help of a partner,
unless the lesion was on their forearms or another easily
accessible body part. Lesions on the head universally
required a partner’s help.

Patients and helpers (including researchers trained to use
the app) often physically struggled with the technology,
trying with one hand before realizing they needed two to
steady the phone in awkward positions. When the app
still could not recognize the lesion, participants and
helpers usually gave up after a few minutes of struggle;
as the husband of a clinic user put it: “Well, we tried”

(Accuracy P4). In the Accuracy and GPP studies, medical
researchers would step in at this point. In most cases,
researchers were able to take the photo; in several GPP
inclusions, however, the researcher also could not get the
app to recognize the lesion.

While some participants in all studies were happy to ask
for help, others made it clear that having to ask for help to
photograph a lesion would be a major barrier to using the
app:

One participant struggled for several minutes alone, despite
knowing he could ask for help. “The hell I can’t take this
photo,” he said through gritted teeth. A few minutes later,
he succeeded, after contorting himself uncomfortably to
try to aim the camera correctly. He smiled and said
proudly, “I did it, see, I’m a big boy.” Later, he clarified
that he meant that if it’s about his health, he wants to be
fully responsible for it, including taking the photos;
asking someone else to do something he feels he should
be able to do alone was an absolute last resort. (AE P5)

In this case, the app transferred the responsibility105 for
cancer risk assessment away from the doctor and toward the
user, whether because of the language and design of the app
based on the company narrative, or because of contextual
cues designating smartphones as extremely personal
devices.106 Even though this participant said that he has
previously gotten lesions checked by a doctor, using the
app felt like something he had to do alone. Several other
AE participants (3, 9, 12, 13, 14, 15) either resisted help
when offered or purposefully did not ask because they
felt this was something they had to do alone.

Affect in user–app relationships. Finally, we zoom in on the
affective elements in the interactions between individual
users and the app. We analyze these issues as moments of
breakdown driven by assumptions based on the company
narrative and around expectations of how health technolo-
gies should work. Many of these breakdowns are
produced by the inability of users to directly interrogate
and negotiate with the app. In these moments, affective
qualities such as “reassurance” or “annoyance” become
more salient for users, but the same kind of interaction
can have a very different affective quality depending on
the app user and their past experiences with technology
and medicine. Affective differences can therefore be
insightful in understanding how the app becomes (de)legit-
imized in the context of specific kinds of interactions
between the app, users, and medical professionals.

Reassurance and trust. All participants in the AE study
assessed lesions that were either unconcerning to the par-
ticipant, or that had already been assessed by a doctor.
All stated they would still go to a doctor directly if they
were worried about a skin lesion; however, a few
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participants did see the app as a potential replacement for
doctors’ visits in the future if they could trust the technol-
ogy enough: “(It is) much better than having to go to the
doctor. But I don’t know, if at this point, this is reliable
enough to avoid going to the doctor” (AE P13). Several
mentioned that though the app may offer reassurance,107

it would not convince them a concerning lesion was
low-risk. The app is not considered a replacement for the
doctor, and most participants echoed this sentiment.
While they saw the app as a useful tool, they did not feel
it was as trustworthy as a doctor’s opinion.

If I go to the doctor with this rash, he sees your arm and he
has this knowledge, and then he says, okay, yeah, well, let’s
go for another checkup or let’s go to this. With the applica-
tion, you have the feeling of agency about how to diagnose
yourself. Yeah. If you do incorrectly, then you have the
feeling that maybe the answer won’t suffice, like, for
example, with the skin color. And that changes if you
would trust it, or if it would replace going to the doctor.
(AE P7)

For this participant, the app is less trustworthy because it is
mediated through his own lack of experience and expertise
in both AI and skin cancer. He wanted an expert human
involved. AE participants who received a teledermatology
evaluation (2, 5, 14) found this reassuring; however even
this human evaluation still did not replace the value of vis-
iting a doctor if they were truly concerned about the lesion.
The diagnostic interactions between doctors and patients
are fundamentally different from risk assessment interac-
tions between patients and an app; patients seek care in a
medical interaction in ways that they do not in an inter-
action with a smartphone app. This implies that the app
may not be perceived as a legitimate replacement for
doctors’ visits by patients because the service it provides
lacks the human interaction and negotiation integral to
doctors’ visits, regardless of technical capabilities.

In the Accuracy and GPP studies, patients often expli-
citly stated that they did not trust the app and would
always go to the doctor, regardless of the app’s risk assess-
ment. However, upon receiving a low-risk rating for a
lesion, these same patients expressed visible relief (more
relaxed physical demeanor, more talkative, smiling), with
one explicitly saying, “That makes me feel better!” This
phenomenon was noted outside of medical settings as
well. An AE participant expressed strong doubts about
the usefulness of the app prior to use:

The participant holds her phone too far away from her arm
at first. The app does not recognize the lesion. “This is com-
plicated,” she says, “The flickering (check marks that
appear when the camera is well-positioned) is
panic-inducing, my banking app does this better.” A few
seconds later, the app recognizes the lesion and took the

photo. The app shows a blue screen while the photo was
analyzed. “Huh, low-risk,” she said, “Let’s see what
happens if I tell it it’s changing.” She aims the phone cor-
rectly on the first try, quickly takes another photo, and
marks that her lesion has changed in the screen listing pos-
sible complaints. The blue screen reappears. “It’s taking
longer this time,” she says, “It’s like it’s thinking more.
That’s reassuring somehow.” She clarifies later that the
reassurance comes from the impression that the app
seems to be “listening” when she adds information. “Still
low risk,” she says, “Interesting. Ok, let’s try another
lesion, one that I’ve actually had concerns about.” (AE P2)

While the participant still said she would not use the app
when she had easy access to her GP, she said the app sur-
prised her. She had proven the app was “not complete non-
sense” to herself through practical use and she thought it
may be helpful in certain contexts. Affectively, the app
changed from “panic-inducing” tech junk to a mildly
anthropomorphic AI device that could “think” throughout
the course of her inclusion. This change in affect toward
a somewhat reassuring quality also altered the legitimacy
of the app in practice for her in ways that would have
been impossible without personal interaction with the tech-
nology. For many participants, legitimacy was built through
practical experience with the app.

Discomfort. The app includes two questionnaires about skin
type and skin cancer risk which require qualitative judg-
ments from users. Most users expressed significant discom-
fort with these questionnaires and worried that their answers
may incorrectly impact the AI rating of individual lesions.
These users initiated a conversation with the researcher
(who was not a dermatologist nor connected to the
company) about how to answer specific questions:

P4: I think that’s quite difficult (to choose my skin color)
without seeing an example. Like I know I’m not light
brown or dark brown or black, but I guess…not ivory
white? Maybe something like fair to pale, fair to beige?

Researcher: It’s your call. It’s all very subjective, right,
people are being asked to rate their own skin.

P4: How does your skin respond to sun…That’s also a bit
difficult…burns moderately?

(AE P4)

Some tinkered108 with the technical processes in the app
itself, moving back and forth between qualitative questions
about lesion symptoms and the final risk assessment while
changing their answers to determine how various answers
impacted the outcome (Participants 2, 3, 4, 5, and 8). The
app’s lack of capacity for the conversation resulted in an

Howe et al. 11



affectively different experience that could not be equated to
a visit with a doctor.

Exclusion, annoyance, and discouragement. People also
struggled with the administrative set-up of the app.
Several AE participants mentioned that if there hadn’t
been a researcher available to help, they would have just
given up. Few GPP participants managed to download
and set up the app with their personal details, despite
several attempts, before arriving at the GP practice. This
period of struggle had an affective quality; participants
with less confidence around technology seemed to feel inti-
midated and excluded as they wrestled with the digital
forms, and often gave up quickly even when aided by the
researcher (GPP and AE). For one AE participant,
medical administrative difficulties were negatively loaded
due to personal experience:

All the parts of the admin stuff…are things that more and
more I have a strong aversion to, especially for healthcare,
because I see how much my parents are struggling with all
their healthcare apps. Not remembering the passcodes, the
one for my mom, for my dad, then the email is not the
same: they are so lost, and it’s so much more complicated
than it should be, and it’s anxiety inducing for them at
their age, that (when starting the app) I’m thinking, “Oh
God, one more.” (AE P5)

For another participant with a disability that requires con-
stant contact with the health care system, the administrative
and medical sides of the app had almost reversed affects:
the medical side produced affects of exclusion and annoy-
ance, while the administrative side felt routine.

Participant 8 was business-like, calm while she held the
phone with both hands to go through the app’s sign-up
administration, with almost a bored expression on her
face. I asked if she was bored. She laughed and said, “It’s
like filling out another survey…because I used to do it
every day. I was part of this trial, and twice a day, I had
to do this, and score, like how was your day? Did you do
this? How active were you?” She also had trouble getting
the app to recognize her chosen lesion. She tried moving
the hair on her forearm. She became very still and furrowed
her brow, holding the camera steady for at least 10 seconds
before declaring it wouldn’t work with some frustration. I
suggested she move the phone closer to her arm and tilt
it. The app took a photo. I mentioned that most people
move the phone around when the app doesn’t work. She
responded, “A lot of the apps have been designed for
people who are able-bodied, expecting people to be able
not to shake their hands…then there’s this loading screen
that looks like it needs to be steady in order to work, so
that just reinforced it.” When asked if this made her feel
stressed, she responded, “It’s very cynical, but I thought,

‘Well, this is fitting, because nothing works in healthcare.’
And I wanted to be a good participant.” (AE P8)

A relationship marred by affective discouragement
clearly impacts who is able to use the app as intended,
making it less likely that groups with lower technological
literacy or physical difficulties will be able to use the
app.64 In this case, an affective quality of exclusion
becomes realized in practice when participants who feel
excluded give up.

Empowerment. Given the well-documented evidence that
women’s health concerns tend to be taken less seriously
by doctors for both structural and social reasons,109,110 it
is unsurprising that some women viewed this app as a self-
advocacy tool when dealing with the medical establish-
ment. While men and people with a family history of mel-
anoma occasionally noted during interviews that the app
could be used for self-advocacy, they did not propose
using it this way themselves with their own doctors.

Several female AE participants under age 30 talked
about the app as a stopgap against what they perceived as
insufficient care from their GPs. For instance, one woman
who had moved to the Netherlands from a highly medica-
lized healthcare system was interested in the app as a
screening tool to bridge the gap between the care she is
offered in the Netherlands and the care she is used to at
home:

Most of the time (being dismissed at the GP) is fine, but I
think I’m used to a different system, where if you have a
small complaint, they check a lot. I sometimes think,
hmm, I’d like to have more information. (AE P4)

These women stated that they found using the app to be a
far more pleasant and “validating experience” (AE P4) than
going to the GP to get a suspicious lesion checked. This was
due to both the language on the app that takes their concerns
seriously even when providing a low-risk rating and the
ability to use the app to avoid an unnecessary and poten-
tially stressful in-person interaction with their doctor.
These women saw potential benefit in using the influence
of AI on expert opinion98,99 to bolster their position with
their doctors in order to be taken seriously.111 As one AE
participant put it, “It’s like a legitimacy vending machine,
spitting out numbers” (AE P15).

As in the example of AI influence on doctor decision-
making, younger women using the app as a form of self-
advocacy does not represent a breakdown in legitimacy
for the app itself. In fact, the practice of self-advocacy
aligns well with the company narrative. Instead, this is a
breakdown of legitimacy precipitated by misalignment
with assumptions about the hierarchy of the medical
system. Here again, the app subverts the supremacy of a
doctor’s judgment, rebalancing power in the relationship
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between the doctor and patient in a standard medical
interaction.

Summary

Our analytical lens of legitimacy has allowed us to use
“moments of breakdown” within our ethnographic data to
understand how the company narrative and existing
context-based assumptions within the Dutch healthcare
system (mis)align with practices involving the app. This
focus made it possible to study the unquestioned and
unnoticed elements in both the narrative around the technol-
ogy and the medical system as a whole in relation to the
practices and affective experiences of using the app. We
identified three particular moments of breakdown that are
instructive for understanding such (mis)alignments.

First, lack of (or slow acquisition of) institutional legit-
imacy through official channels required the company to
pursue informal workarounds,112 specifically, developing
relationships with individual health insurers, that allowed
the company to survive without funding equivalent to a
major conglomerate. Second, quantification privilege113,114

both increased and invisibilized the influence of the app on
healthcare interactions, thereby disrupting assumptions
about medical hierarchies and standard measures of
quality in patient care. Third, limitations of flexibility and

capacity for dialogue in interactions with the app (as com-
pared with human doctors) led to unmet expectations
around both work burden and ease of use because the app
individualizes responsibility to the user, thereby sometimes
creating additional work for both users and doctors. This
limitation also increased feelings of exclusion for many vul-
nerable users.115

Below is a visualization of relationships impacting the
embedding of the app in the healthcare system; based on
our data, we show which relationships contained legitimacy
breakdowns (Figure 3).

Relationships between the app/company and both
doctors and patients/users contained the most moments of
legitimacy breakdown. However, moments of legitimacy
breakdown related to the app were also found between
doctors and patients, the company and regulators, and reg-
ulators and insurers, and we did not find noticeable break-
downs in all legitimacy-impacting relationships.

Discussion
In this ethnographic case study of an AI smartphone app for
skin lesion cancer risk assessment, we used a legitimacy
lens to understand how technology is (not) embedded
within a healthcare system. We explored moments of legit-
imacy breakdown as a means of understanding the

Figure 3. Legitimacy-impacting relationships affecting the adoption, acceptance, and implementation of the app in the Dutch healthcare
system.
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assumptions that guide this embedding process. We concep-
tualized “legitimacybreakdowns” asmomentswhenpractices
involving the app63 and affective aspects of user/app interac-
tions challenged the company narrative or other assumptions
within the healthcare context. We then used this conceptual-
ization to analyze the assumptions that guide the embedding
of this app in the Dutch healthcare system at a macro, meso,
and micro level. Here, we discuss the implications of these
assumptions for embedding technology in healthcare, and
our contributions to existing literature.

Our study contributes to the literature on legitimacy in
health and technology103,116–119 by revealing that practical
interactions made the app’s utility and capabilities salient to
certain users,22 and in some cases, helped legitimate the app
in situations where narratives were ineffective. This sup-
ports the findings of prior studies,34 35 that suggest narra-
tives alone are insufficient in understanding the full scope
of how legitimacy is produced and maintained, instead con-
ceptualizing legitimacy as a product of practices, discourse,
and relationships. Our study contributes a focus on the
physical and affective120 negotiations that impact the legit-
imacy of a health technology to existing approaches that
prioritize practices and relationships.

By examining differences between narratives and prac-
tices, policymakers and developers can target issues that
will likely impact whether a technology is embedded in
healthcare or not. Exploring the emotional qualities of user
interactions with the technology and taking affective exclu-
sion and discomfort seriously as indicators of user expecta-
tions can help developers find and understand issues early.
Affective dissonance and non-user experiences are often
ignored or marginalized in technology development, user
testing, and policymaking around technology in health-
care;121,122 however, as our data and others’ work shows,
these dissonant opinions are invaluable to anticipation of
challenges to technology embedding in healthcare.115,123

On a more specific level, we also add to the existing literature
on algorithm aversion in skin lesion risk assessment.124 We
provide a deeper explanation for why patients are consist-
ently resistant to relying on AI rather than a doctor;
namely that when narratives and assumptions about AI do
not align with affective and practical experiences of AI
users in medical practice, the legitimacy of AI as a replace-
ment for human medical care is compromised.

Second, our study contributes to the literature on tech-
nology acceptance, adoption, implementation, and govern-
ance frameworks. These frameworks provide researchers
with conceptual and methodological frameworks to
explore specific embedding issues with attention to con-
cepts like transparency,29,35 trust,27,29 and acceptabil-
ity.22,23,28,31,33,125 These frameworks are often used to
inform decision-making not only for researchers, but for
developers and policymakers. To avoid approaching
acceptance, adoption, implementation, and governance
challenges separately, some literature in this area also

covers more comprehensive approaches to technology
embedding challenges, such as the NASSS framework9

and Technology-Organization-Environment when used in
healthcare.126 Our finding that the process of embedding
technology in healthcare is impacted by contradictions
between narratives/assumptions and affects/practices
builds on this work. This study supports the continued
use of these more complex and nuanced frameworks and
challenges the applicability of frameworks that focus
solely on behavioral intention.25,26,31 We add to these
more comprehensive frameworks by presenting a legitim-
acy lens as a strategy for identifying possible embedding
issues in advance that could allow researchers, developers,
and other stakeholders to better anticipate challenges for
embedding in practice from a socio-technical
perspective.10,57,77,127

By foregrounding moments of breakdown in legitimacy
through ethnographic data analysis, particularly of practice
and affect,58,128 studies of technology embedding in health-
care can access nuances that may be absent without this per-
spective. For instance, our results indicate that trust and
legitimacy are not the same and that, while trust is an
important component in the embedding of technology in
healthcare, a healthcare technology may be able to obtain
a level of legitimacy without it. This nuance has implica-
tions for researchers conducting studies about technology
adoption, acceptance, implementation, and governance
with a heavy focus on trust,27,29,35 and suggests that legit-
imacy and trust may best be studied as separate criteria in
studies of health technology embedding in general,
despite their similarities.127,129 This ethnographic approach
to legitimacy could therefore also provide direction to pain
points when exploring embedding problems.130 This would
encourage researchers to pursue studies centered on issues
related to practical or affective dissonances with prevailing
assumptions and help avoid study designs that take those
assumptions for granted.

This study has several strengths: it represents the culmin-
ation of a long period (three years) of ethnographic data col-
lection from many sources, including beyond a clinical
setting. In clinical inclusions, some observations could
have benefitted from more depth and richness; however, in
an operational medical context, inclusions had to happen
between other work. The composition of the team, similarly,
represents a strength in that diverse perspectives allowed us
to incorporate both medical and social science-informed
understandings into our ethnography. This in turn required
more coordination, potentially limiting the depth of some
observations while broadening our overall perspective.

Because we were unable to conduct ethnographic
research on-site with the company, we focused entirely on
interactions between the company and outside stakeholders,
rather than on the internal workings of the development,
improvement, and implementation strategy at the
company. While we believe these external interactions to
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be most important for the production of legitimacy, we may
have missed nuances in company strategy due to a lack of
internal data.

A map of relationships impacting legitimacy (Figure 3)
could be used by future researchers as a more structured
way to explore embedding technologies in healthcare
systems. Future scholars can apply and tailor this to their
own studies of (digital health) technologies to search for
legitimacy pain points within the relational contexts in
which technologies operate. These maps may change over
time as technologies move through the embedding
process; while our data suggests that legitimacy conflicts
may be limited to a relatively small number of relationships
that are important to the embedding of a technology in
healthcare (see Figure 3), this should not be taken to
mean that all relationships without breakdowns observed
are free from legitimacy issues. For instance, other studies
have shown that within healthcare institutions, relationships
among doctors and healthcare administrators can have a
large impact on whether a change is implemented within
a hospital,39 though we did not observe dynamics like
this in our data set, possibly because the app is marketed
to individual users and insurance companies, rather than
as a healthcare institution-based technology.

As a case study centered around a single technology
being embedded in a single location, our study’s specific
findings may not be generalizable to other empirical
studies of AI technologies in healthcare. However, this
study has provided important insights into the utility of
legitimacy as a lens to understand how technologies
become embedded in healthcare and may be considered
analytically generalizable,131 in that our data supports and
builds on findings from both the legitimacy literature and
literature on embedding technology in healthcare. A legit-
imacy lens adds to comprehensive frameworks already in
use and clearly identifies potential pain points.

Conclusion
This study ethnographically investigated the embedding of
a skin cancer risk assessment app in the Dutch healthcare
system. We explored moments of legitimacy breakdown
as a means of learning about the assumptions guiding the
embedding of this AI-based application in the Dutch health-
care system.

We find that while many kinds of assumptions guide the
embedding of the app, legitimacy breakdowns occur pri-
marily when practices dissonate with an aligned combin-
ation of company narratives and context-based
assumptions built into the healthcare system. These break-
downs occur at the macro, meso, and micro levels and
have significant implications for the legitimacy of the app
in the eyes of users, doctors, and the Dutch government,
even when the breakdown occurs outside of direct relation-
ships with the app (for instance, between doctors and

patients). These breakdowns have affective qualities for
app users which, in turn, influence their (non-)use of the
app.

Through this study, we have demonstrated that ethno-
graphic exploration of legitimacy can be a powerful tool
as we seek to better understand the acceptance, adoption,
implementation, and governance of health technologies.
We have shown that misalignments of practices and assump-
tions (narrative or context-based) within relationships at all
levels of a healthcare system can challenge embedding
goals for health technologies. New health technologies can-
disrupt existing hierarchies and require a renegotiation of the
status quo; however, it is often unclear whether such renego-
tiations will lead to embedding of the technology or better
health outcomes in the healthcare system. A legitimacy
lens combined with an ethnographic approach addresses
this issue by allowing researchers to pinpoint (anticipated)
embedding problems and provide a clear yet nuanced per-
spective on the relationships impacting legitimacy of a
health technology in context.
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