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Abstract: To date, the public health system has been impacted by the increasing costs of many
diagnostic and therapeutic pathways due to limited resources. At the same time, we are constantly
seeking to improve these paths through approaches aimed at personalized medicine. To achieve the
required levels of diagnostic and therapeutic precision, it is necessary to integrate data from different
sources and simulation platforms. Today, artificial intelligence (AI), machine learning (ML), and
predictive computer models are more efficient at guiding decisions regarding better therapies and
medical procedures. The evolution of these multiparametric and multimodal systems has led to the
creation of digital twins (DTs). The goal of our review is to summarize AI applications in discover-
ing new immunotherapies and developing predictive models for more precise immunotherapeutic
decision-making. The findings from this literature review highlight that DTs, particularly predic-
tive mathematical models, will be pivotal in advancing healthcare outcomes. Over time, DTs will
indeed bring the benefits of diagnostic precision and personalized treatment to a broader spectrum
of patients.

Keywords: artificial intelligence; digital twins; machine learning; immunotherapy; immune
checkpoint inhibitor

1. Introduction

Developing a decision support system based on machine learning (ML) is a strategic
area of great innovation in the healthcare sector. Indeed, with developments in artificial
intelligence (AI) and ML, predictive computer models are more efficient at guiding deci-
sions for better therapies and medical procedures. Recently, digital twins (DTs) have been
described as in silico models of diseases or patients which represent a way to evaluate the
efficacy of drugs or medical devices, in addition to performing human clinical studies [1].

The push toward systems that are ever closer to the characteristics of the patient
derives from the fact that randomized clinical trials are complex and expensive and can
expose large populations of patients to unproven and therefore unsuitable therapies for
their pathology. Although randomized clinical trials are the gold standard for evaluating
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the efficacy and safety of new drugs, there is a clear difficulty in patient selection and
monitoring, which contributes to significant failure rates [2].

In healthcare, a DT can be a virtual replica of a particular patient, or part of a patient,
and thus reflects the patient’s unique genetic or tissue microenvironment composition, or it
can be a simulated 3D model showing a patient’s physiological characteristics [3]. Ideally,
the development of DTs aims to offer personalized healthcare to individual patients, such
as in relation to their response to immunotherapy.

Indeed, recent advancements in immunotherapy for solid tumors are focused on
several innovative approaches. One significant development is chimeric antigen receptor
(CAR)-T-cell therapy, which has been successful in blood cancers but faces challenges
in solid tumors due to tumor microenvironment (TME) immunosuppression. Adoptive
cell therapy using tumor-infiltrating lymphocytes (TILs) has shown promising efficacy,
particularly in the treatment of advanced solid tumors like melanoma. Other advances
include new immune checkpoint targets, beyond PD-1/PD-L1 and CTLA-4, and efforts
to reprogram the metabolic pathways of immune cells to make them more effective in
combating tumors [4].

There are several benefits to the development of DTs apart from those already men-
tioned. Health services can be more proactive because predictive algorithms can give
answers in real time. DTs potentially have the power to detect anomalies and assess risks,
supported by mathematical models that predict the development of a disease or when it
will no longer be symptomatic; therefore, the information provided by DTs in the future
could help doctors determine what type of early intervention to use on a patient.

AI is also developing in relation to clinical decision-making processes. This area of
application arose from the observation of a high frequency of use of antibiotics, which
proved inappropriate in neutropenic patients with blood infections, even though the
guidelines now seem to be respected by the majority of healthcare professionals [5]. The
consequences of this inappropriate use of antibiotics include a greater selection of resistant
bacterial strains and avoidable toxicity that can increase mortality.

This kind of approach, as we will see in this review, is based on the use of data
retrieved directly from electronic health records (EHRs). This data source is believed to
belong to the omics data category, which allows for the development of in silico models [6].
For these reasons, in silico simulations (DTs) are considered an approach that integrates
classical clinical studies into the evaluation of experimental drugs and medical devices,
the optimization of therapeutic molecules, and the determination of pharmacokinetic
(PK) and pharmacodynamic (PD) properties of drugs [7]. The power of AI allows for
the integration of huge multi-omics datasets (from immunology to molecular biology
and genetics), together with clinical information stored in hospitals’ electronic storage. In
addition, the use of EHRs improves patient outcomes [8]. Indeed, AI models can also assign
risk scores to facilitate the transfer of high-risk patients to intensive care units or to predict
in-hospital mortality, length of stay, and sepsis management (clinical decision-making
systems) [6].

Warren McCullough and Walter Pitts were the pioneers in artificial intelligence (AI),
introducing the first mathematical model of a neural network in their paper “A Logical
Calculus of Ideas Immanent in Nervous Activity”. A few years later, in 1950, Alan Turing
expanded on the concept by discussing “thinking machines”, and AI gained its formal
recognition in 1956 at the Dartmouth workshop. Thus, AI is broadly defined as a collec-
tion of theories, algorithms, and techniques from fields like mathematics, statistics, and
computational neurobiology aimed at simulating human thinking [9–11].

There are various techniques with which AI can be applied, for example ML, which
allows for the acquisition, detection, and learning of patterns of relevant information from
large amounts of data through a set of methods and procedures. One of the major features
that makes ML an attractive tool for diagnostics and prognostics in medicine and biology
is the ability to learn from training data, generalize from historical data, and perform
operations without being explicitly programmed.
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One of the fields of ML research is so-called deep learning. This type of ML is based on
the use of artificial neural networks (ANNs), which are mathematical models that attempt
to reproduce the behavior of human brain neuron networks [12].

Exactly as in the human brain, in order to allow an ANN to function correctly, an initial
training phase is necessary. During this phase, the ANN learns how to behave with the
objective of making decisions autonomously, with minimal human intervention. A specific
dataset used in the training phase is the training set. Another dataset, the validation set, is
used to evaluate the quality of the training, while the test set is used to evaluate the success
of the training.

This type of ML technique is often used to train predictive mathematical models that
allow for the identification of the probability of certain future outcomes based on previously
collected data [13]. ML algorithms, neural networks, predictive models, and AI in the
wider sense can be considered DTs of specific subjects, organs, and biological systems, of
which they represent an in silico copy, an “avatar” (Figure 1).
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Figure 1. The applications of artificial intelligence in clinical decision support systems. Starting from
a pool of heterogeneous data from a large group of patients, such as methylated DNA analyses,
scRNA-seq, and image analyses (i.e., histological and radiological), it is possible to divide patients
into clusters using AI tools. Each patient cluster will be identified with a digital twin that will support
and be supported by a biological twin which, through in vitro assays, will allow for the testing of
pharmacological treatments better suited to the patient’s specific conditions.

We focus on the utility of AI models in relation to emergency clinical states. We
will therefore analyze pathologies requiring immediate intervention, especially in the
oncological field, for which AI is a useful tool in the decision-making phases. Although
DTs and ML are of recent biomedical application, there has been an exponential increase in
the relevant literature, which prevents us from citing the literature in detail. Furthermore,
in this review, we will try to summarize and compare some of the most recent and salient
observations of the application of ML and DTs in clinical cases related to urgency and
emergency.

2. Study Design

This study aims to explore the use of artificial intelligence technology in emergency
medicine and discuss its potential future applications to assist clinicians in selecting im-
munotherapies quickly and effectively. A literature search for English-language publica-
tions was conducted using MEDLINE/PubMed (https://pubmed.ncbi.nlm.nih.gov/) and
Google Scholar. Although no time restrictions were applied to the search strategy, allof
the retrieved publications span the period from 2018 to 2023. The search terms used were
“Digital Twins”, “Clinical Decision-Making”, “Artificial Intelligence”, and “Immunother-
apy”, combined using “AND”. Studies from any country were considered. However, given

https://pubmed.ncbi.nlm.nih.gov/
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the popularity of the topic and the large volume of material available, we focused our
review specifically on AI applications in clinical decision-making models, particularly those
involving the creation of predictive computer models. We focused solely on solid tumors,
with an emphasis on metastases, as they are often associated with urgent or emergency
conditions.

We herein describe the use of immunotherapies, focusing on how AI can enhance their
effectiveness. Finally, we highlight the use of digital twins as a highly relevant experimental
model that generates data for AI applications, thereby improving patient diagnosis and
prognosis. For an explanation of our strategy, please see the PRISMA diagram (Preferred
Reporting Items for Systematic Reviews and Meta-Analysis) (Supplementary Figure S1).

3. Metastasis: The Critical Turning Point in Cancer Progression

Metastases are the leading cause of death in patients because cancer cells spread
from the site of the primary tumor to other parts of the body, becoming an obstacle to
eliminating the cancer. It remains the most critical phase of tumor progression and a
primary challenge in treating cancer. With the approval of additional first- and second-line
systemic treatments, the therapeutic landscape has grown rapidly in the last two years, in
some cases also resulting in targeted therapies. A greater availability of systemic therapies
determines an increased chance of longer survival but raises a problem regarding the
choice of therapeutic combinations and sequential treatment. Moreover, deep learning
tools can analyze, for instance, whole-slide images (WSIs) to identify lymph nodes and
tumor regions and reveal the tumor-area-to-MLN-area ratio (T/MLN) [14]. These findings
indicate that deep learning models may be able to assist pathologists not only in detecting
lymph nodes with metastases but also in speeding up decision-making processes.

3.1. Metastases and Digitizable Therapeutic Interventions

Many types of cancer metastasize to bones, and prostate and breast cancers are the
most frequent primary tumors with bone metastases [15]. In addition, about 10–20% of
patients with osteosarcoma develop lung metastases [16]. According to the anatomical–
mechanical hypothesis, through lymphatic diffusion, for example, lung and breast cancer
metastasizes to the axillary lymph nodes. Similarly, due to the portal venous system,
many gastrointestinal organs metastasize to the liver. Colorectal, ovarian, and stomach
cancers often metastasize to the abdominal cavity, and lung cancer metastasizes to the chest.
According to the “seed and soil” hypothesis, some cancers may prefer to migrate to organs
with a similar environment. For example, several histological subtypes in lung cancer were
shown to metastasize to the liver (small-cell lung cancer) and nervous system, containing
neuroendocrine cells, while adenocarcinomas often metastasize to bones. Or, finally, the
dissemination could be due to “metastatic speciation”, i.e., the acquisition of genetic and
epigenetic variations in distant localities that allow for metastatic expansion [17].

The treatment of metastasis requires tools to assist in shared decision-making, espe-
cially thanks to the introduction of immunotherapeutic combinations. Indeed, for metastatic
patients, immunotherapy has become the first line of intervention [18], and thus, further
combinations are desirable.

3.2. Immune Checkpoint Blockade Immunotherapy

CTLA-4 (cytotoxic T lymphocyte-associated antigen 4) and programmed cell death
protein-1 (PD-1) receptors are normally expressed on T cells and bind to B7 and pro-
grammed death ligand-1 (PD-L1) receptors on APCs (antigen-presenting cells), respectively,
to regulate the immune system. Based on these interactions, anti-checkpoint antibodies
that prevent these interactions have been developed [19]. Therefore, immune checkpoint
blockades (ICIs) are monoclonal antibodies that enhance the anti-tumor activity of T cells by
blocking the CTLA-4/B7 or PD-1/PD-L1 immune checkpoint pathways, thereby activating
the immune system [20].
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ICIs are clinically effective not only because they directly target tumor cells expressing
PD-L1 proteins but also because the high mutational burden of tumor cells appears to
increase their expression of PDL-1 [21]. Finally, ICIs improve the immune system’s ability to
detect and eliminate neoantigens in tumor cells resulting from somatic mutations capable of
binding with the major histocompatibility complex (MHC) for presentation to T cells [22].

In 2021, ICIs had been approved for 18 cancer types [19], and ICIs targeting several
immune checkpoints in combination with other ICIs are still under study. Advances in
this field stem from the understanding that it is more beneficial to overcome immune
suppression in the tumor microenvironment than to trigger immune activation, thus
ushering in the era of cancer immunotherapy [23].

The decision about which immunotherapy to administer, or whether a combined
approach (chemotherapy and ICI) is justified, can be guided by an algorithm that rationally
maximizes disease control, reduces side effects, and minimizes costs. A rational approach
could therefore also predict the adverse effects of therapy and recognize patients most at
risk of toxicity so that they can be adequately supervised and treated.

To further enhance the effectiveness of ICIs, understanding the tumor microenviron-
ment, including factors such as tumor-infiltrating lymphocytes (TILs) and tertiary lymphoid
structures (TLSs), is crucial. For this reason, it is necessary to integrate information from
histopathological features, imaging omics features, genomics, and scRNA-seqs of the im-
mune system (this approach is commonly used in AI analysis, as described in Section 4).
Understanding the tumor microenvironment also involves evaluating the density of tumor-
infiltrating lymphocytes (TILs) within the tumor, which is regarded as a potential predictor
of ICI response. Indeed, TIL density is a powerful positive prognostic indicator for some
tumor types, despite ICI therapy. Indeed, a parameter called Immunoscore, which predicts
the quantification of CD8+ T cells in the center and periphery of a tumor, is a strong pre-
dictor of overall survival that can complement traditional tumor–node–metastasis staging
or microsatellite instability (MSI) status in colorectal cancer (CRC) [24,25]. In particular,
single-cell sequencing demonstrated that CD4+ memory T cells are also enriched in ICI
180-responsive human melanomas. In the context of anti-PD1 therapy, TIL density mea-
sured by immunohistochemical (IHC) tests at the invasive margin of a tumor, relative to
central infiltration, has been reported to be strongly associated with anti-PD1 response. We
therefore find ourselves in the field of omics data, whose degree of complexity requires AI
tools for their analysis [26] (Figure 2).

Not only TILs but also TLSs can provide useful information for predictive efficacy or
immunotherapy [27]. TLSs have been identified in several human tumors and described
not only for their cellular constituents but also for their location within the tumor in both
primary and metastatic lesions [28]. Their heterogeneity could influence the efficacy of the
anti-tumor immune response and patient outcome [29].

Therefore, it is believed that TLSs should be considered not only indicators of an
active immune response but also immunoregulators of the anti-tumor response. Mature
TLSs exhibit evidence for the formation of germinal centers in colon cancer and in lung
squamous cell carcinoma [30,31], and oligoclonal B-cell responses have previously been
detected in cutaneous melanoma and metastases [29], indicating an active humoral anti-
tumor response within TLSs that is driven by B cells.

Given the vast and detailed number of papers on ICB therapy, we have attempted to
recapitulate only some of the more recent and crucial observations on the topic.
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Figure 2. The analysis and identification of immune signatures through AI technology. Through
machine learning algorithms, AI analyzes a vast amount of data, looking for correlations between
different types of immune cells, their gene and protein expressions, and the observed immune
responses. Additionally, AI uses neural networks to identify complex patterns in the interactions
between immune cells and pathogens or tumors, and to detect specific signatures such as T-cell
activation, the presence of NK cells, and antibody responses. AI allows these results to be visualized
through graphs and heat maps, flow diagrams, and network graphs.

4. AI Applications in Cancer Immunotherapy

AI can be used for three main aims in the immunotherapy field: (1) identifying novel
neoantigens, (2) designing antibodies, and (3) predicting immunotherapy effects (Table 1).

1. Neoantigens are pivotal to the development of immunotherapies against cancer
because they are proteins that exhibit immunologically active mutations and, therefore,
are useful for inducing immune system response [32]. These rare mutations are called
immunogenic. A key challenge for CAR-T-based immunotherapies (which involve the
transfer of T-cell receptors (TCRs) into the recipient patient’s T cells) is the recognition
of specific target antigens that prevent the engineered TCR-T cells from attacking the
antigens expressed on healthy tissues [33]. Therefore, the identification of a wider
variety of mutations such as gene fusion, alternative splicing, mutational frame shifts,
or the presence of endogenous retroviruses could improve the design of therapeutic
cancer vaccines and, consequently, evaluations of the efficacy of immunotherapy.
From 2016 to 2021, 19 different models were developed with different approaches and
datasets in independent studies, as reported in Li et al. [18]. These approaches aim
to improve epitope–MHC interactions, and the accurate prediction of MHC binding
or presentation could also contribute to neoantigen identification by considering
post-translational peptide modifications and immunogenicity [34].

2. The immune system protects our body from viral and bacterial pathogens, as well as
from neoplastic episodes that occur during our lives. Tumors deploy immunologi-
cal evasion mechanisms; so, to help the immune system fight cancer, immunother-
apy has been developed as a treatment that provides the protection and strength-
ening of the immune response. AI-based methods for antibody design are aimed
at evaluating three different roles: target binding prediction, with five independent
studies [35–39]; antibody structure prediction, with five different models predicting
relative distances and orientations of the antibody variable fragment (Fv) region,
orientations of antibody CDRH3 regions, structures of antibody CDR loops, or VH
domains of antibodies [40–44]; and pharmaceutical properties, with two published
papers on the same model (DeepSCM) focused on forecasting solubility, viscosity,
and biophysical properties [45,46], as well as three studies on antibody humanness
evaluation and the evaluation of the nativeness of antibody candidates [47–49]. In-
deed, one immunotherapeutic strategy involves the design of monoclonal antibodies



Int. J. Mol. Sci. 2024, 25, 11588 7 of 19

that recognize the antigen in a specific way and can also be used for drug delivery.
An antibody–drug conjugate (ADC) is characterized by the union between a mon-
oclonal antibody (mAb) and a cytotoxic drug linked by a covalent bond. To date,
eleven ADCs and two bispecific antibodies, blinatumomab and amivantamab, have
been approved for the treatment of cancer [50]. Therefore, AI has become a tool
for predicting antibody structures with a number of desirable qualities, including
the ease with which it is produced, its stability in storage processes, its ease of ad-
ministration, and its effectiveness in patients [51]. For example, McDermott et al.
used two new computational platforms [52], NCI’s CellMiner Cross database and
RADR® AI and ML platform (from Lantern Pharma Inc.), to evaluate potential new
targets for the acylfulvene-derived drugs LP-100 (Irofulven) and LP-184. Data from
CellMinerCDB predicted that LP-184 and LP-100 would be effective in ultra-rare and
fatal childhood cancers and atypical teratoid rhabdoid tumors (ATRTs), characterized
by chromatin remodeling deficiencies. Subsequently, Lantern’s RADR® AI and ML
platform was useful for building an in silico model to test whether LP-184 would be
effective in atypical teratoid rhabdoid tumor (ATRT) patients, a rare and aggressive
tumor of the central nervous system [52]. In the same way, they rapidly developed
novel cryptophycin ADCs, which are an exciting class of potent and highly targeted
drug candidates for breast cancer [53]. Despite significant improvements in anticancer
immunotherapy for different types of tumors, positive treatment results have not
been observed in all patients.

3. One major challenge is to understand the mechanisms of immune resistance and to
identify potential predictors of effective responses. Immune checkpoint blockades
(ICBs) have rapidly revolutionized treatment plans for various types of cancer. Nu-
merous single treatments or combinations of ICB have provided more options for
patients after approval by the US Food and Drug Administration. However, primary
and acquired drug resistance does not allow most patients to benefit from these im-
munotherapies. Therefore, the prediction of the therapeutic effect based on the use of
AI increases the chances of success of anti-tumor immunotherapy because it is based
on objective data, such as the definition of predictive scores of immunotherapy, as
formulated by Angell et al. almost ten years ago [54]. With the ability to quantitatively
analyze the expression of PDL-1 on melanoma tumor cells and thus obtain a score,
some studies have used AI to predict PD-L1 expression using a supervised ML algo-
rithm (random classifier of forests) [55]. In general, incorporated histopathological
images and clinical information was used to predict tumor mutational burden (TMB)
and MSI in non-small-cell lung cancer (NSLC) [56–58] and CRC [59]. However, the
idea that PD-L1 expression was a specific biomarker to predict immunotherapy was
recently revised, as good efficacy was observed even in cancer patients with low
PD-L1 expression [60]. AI-based prediction of clinical outcomes in immunotherapy is
employed in several types of studies on different tumor tissues. For NSCLC, there is a
predictive model based on PD-L1 expression (tumor proportion score (TPS)) in which
an AI-assisted scoring system helped pathologists, serving as a scoring tool [61]. In
this case, as in many others, pathologists validated the results obtained from the AI
tool [62]. Furthermore, the DL convolutional neural network through tumor feature
extraction and selection algorithms achieved 90% accuracy in detecting melanoma
and breast cancer lesions. This information is critical for determining which patients
are best suited to receive ICBs and, at the same time, assessing the risk of immune-
related adverse events (irAEs) prior to treatment. irAEs are considered the most toxic
reactions associated with checkpoint inhibitors as they are involved in disrupting
immune homeostasis [63]. The tissues most affected by irAEs are mainly the skin,
gastrointestinal tract, and endocrine organs, but they can also affect other tissues of
the body. In the most extreme cases, irAEs can lead to patient death [64]. Since a single
biomarker is not sufficient to predict the efficacy of immunotherapy, AI is needed to
develop a predictive model that includes multiple parameters related to tumor–host
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interactions [26,65], and related adverse events can also be predicted, as demonstrated
in recent publications using ML methods [66]. Deep learning techniques, therefore,
have applications in identifying genes, phenotypes, and their relationships based on
clinical status and patient response [67]. All of this mass of information, for exam-
ple from H&E, qPCR (quantitative real-time PCR), IHC, and NGS (next-generation
sequencing), has become increasingly complex because it concerns the genetics, tran-
scriptomics, and proteomics of a complex of heterogeneous cells. TMB, which consists
of the total number of somatic coding mutations in a tumor, has been emerging among
the predictive biomarkers for immunotherapy response in cancer patients [68]. In fact,
whole-exome sequencing (WES) is considered the gold standard for having a complete
measurement of TMB. In colorectal and stomach cancer, the prediction of MSI and
MMR is primarily achieved by analyzing Hematoxylin and Eosin (H&E) images (H&E
is a widely used technique in pathology and histology to visualize tissue structure
under a microscope) using various machine learning methods, such as convolutional
neural networks or ShuffleNet [69–71]. The large amount of available data allows for
model validation and ensures high accuracy in the results. F. Xie et al. [72] developed
a predictive model integrating TMB, MSI, and somatic copy number variation (CNV)
across different tumor types to find differences between patients who have infiltrated
immune cells (“hot” tumor) and those with little infiltration (“cold” tumor). The
model proposed that “hot” immune patients had a better prognosis because they were
more responsive to immunotherapy. Moreover, it is possible to integrate WES and
RNA sequences, showing that the response rates of metastatic melanoma patients
to anti-CTLA4 was associated with TMB and cytolytic markers [73]. These analyses
also allowed J. Xie et al. to demonstrate that in patients with triple-negative breast
cancer, there is a correlation of the expression and variant levels of platelet-related
genes with the prognosis and immunotherapy response [74]. These relationships
are also applicable for vaccine development; for example, it is possible to combine
exome sequencing, transcriptome sequencing, and mass spectrometry to discover
immunogenic mutant peptides with MHC-specificity [75]. Indeed, Mo et al. have
already implemented a platform for high-throughput screening to observe interac-
tions between immune cells and cancer cells of the same patients, assessing viability
and cell growth phenotypes. This type of study has also identified three potential
antagonists for increasing immune activity [76]. The analysis of the tumor microen-
vironment (TME) is still a main goal in many studies, and our research group has
pioneered the understanding and characterization of anti-tumor mechanisms of γδ T
cells in solid tumors [77,78]. In fact, the presence of TILs, as along with higher levels
of some cytokines, chemokines, and activated cytotoxic T cells, is correlated with
superior clinical outcomes, especially in the efficacy of CAR-T-cell therapy. It has
been noted that pretreatment of the TME was used to predict the safety of CAR-T
cells, such as the incidence of neurotoxicity [79]. A precise description of the TME
of colon, breast, lung, and pancreatic solid tumors can be accurately estimated with
ML and DL approaches by integrating scRNA-seq (single-cell RNA sequencing) and
imaging data in a clinical setting [80], or with methylation data [81]. In regard to
deciphering TMEs, we found four independent studies focused on the prediction of
the spatial patterns of tumor-infiltrating lymphocytes (TILs) by using H&E images
and bulk RNA-seq or spatial transcriptome analysis [82–85]. Thus, today, we can find
an accurate reconstruction of the TME using bulk RNA-seq [79] and spatial transcrip-
tomics [80] to understand the organization and molecular correlation of TILs thanks
to ML algorithms (Figure 3). Regarding the prediction of immunotherapy response,
Kong et al. [86] analyzed transcriptomic data from three different solid tumors, while
Vanguri et al. [87] assessed the response of NSCLC patients treated with ICBs by
integrating histopathological images and genomic data. These analyses emphasized
the importance of integrating multiple sources of patient information to effectively
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validate the results and to predict the response to Abs inhibitors across 16 different
cancer types [88].
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integrate with immune-associated signatures and impact patient outcomes. AI neural networks can
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Table 1. A summary of publications regarding the application of AI in improving immunotherapy,
both in terms of efficacy prediction (based on structure and properties) and response prediction.

Medical Field Identifying Novel Neoantigens

Time Biomarker Methods Source Outcome Models

From 2016 to 2021 MHC peptide I and II
class

Deep learning;
recurrent neural
network; neural

network;
convolutional neural

network; machine
learning; natural

language processing

Mass spectrometry
datasets; Immune
Epitope Database

(IEDB); SYFPEITHI
database; RNA-seq

data

Improving
epitope–MHC

interactions; MHC
stability;

immunogenicity;
TCR binding;

prediction of paired
α/β TCR

(18 distinct studies)
model EDGE,
DeepHLApan,

NMER, and
NetMHC-4.0;

NetMHCpan-4.0;
MHCflurry;

MHCflurry-2.0;
Neonmhc2;

Neopesee; pMTnet;
ForestMHC; PRIME;

MARIA;
MHCSeqNet;
HLAthena;

NetTCR-2.0;
NetMHCPan-4.1;

NetMHCIIpan-4.0
[18]
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Table 1. Cont.

Medical Field Designing Antibodies

Time Target Methods Source Outcome Models

From 2019 to 2022

CDRH3 regions and
trastuzumab;

CTLA-4 and PD-1
Abs; emibetuzumab.

Deep learning;
convolutional neural

network; long
short-term memory;

CDR-H3 sequences
public datasets

Improving target
binding

(5 distinct studies,
only 1 has a name)
Ens-Grad [35–39]

CDRH3 regions; CDR
loops; or VH
domains of
antibodies.

Convolutional neural
network; deep

residual learning;
ReNet

CDR-H3 sequences Antibody structure
prediction

(5 distinct studies)
DeepH3; DeepAb;

DeepSCAb;
ABlooper; NanoNet

[40–44]

Abs solubility;
viscosity.

Bi-LSTM network;
RoBERTa;

convolutional neural
network; random

forest classifier

Antibody sequences
from repertoire

sequencing

Forecasting
pharmaceutical

properties

(5 distinct studies)
AbLSTM; BioPhi;

solPredict; DeepSCM
(used in two
independent

publications) [45–49]

Medical Field Predicting Immunotherapy Effects

Time Target Methods Outcome Source Cohort

From 2018 to 2022

Colorectal cancer and
stomach cancer

Convolutional neural
network; deep

residual learning

Prediction of
microsatellite

instability

H&E histology from
tissue banks

n = 94 whole-slide
images from n =

81 patients [69,70]

Colorectal cancer ShuffleNet;
MobileNetV2

Prediction of
defective DNA

mismatch repair and
microsatellite

instability

H&E histology from
MSIDETECT

consortium study

n = 8836 colorectal
tumors (of all stages)

[71]

Cutaneous
melanoma

Random forest
classifier

Expression level of
PD-L1 for precision

of PD-L1 scoring
H&E histology n = 69 cutaneous

melanomas [55]

Non-small-cell lung
cancer Deep learning

Tumor prediction
score of PD-L1

expression
Whole-slide images

n = 173 IHC assay by
using 22C3 binding

Ab [61]

Colorectal cancer Deep learning Prediction of tumor
mutational burden

Histopathological
images

n = 631 CRC patients
in TCGA [59]

24 cancer types Machine learning Prediction of cell
composition in TME Bulk RNA-seq n = 9404 RNA-seq

samples [79]

13 cancer types Convolutional neural
network

Prediction of spatial
cell composition in

TME
H&E images n = 4759 TCGA

subjects [80]

Breast cancer Deep residual
learning

Prediction of cell
composition in TME H&E image n = 64 patients [81]

Lung
adenocarcinoma

Convolutional neural
network

Prediction of spatial
cell composition in

TME

Spatial
transcriptomic data

and H&E images

n = 21 H&E images
[82]

Melanoma, gastric
cancer, and bladder

cancer
Machine learning

Prediction of
immunotherapy

response

Transcriptomic data

n = 91 melanoma;
n = 45 gastric cancer;

n = 348 bladder
cancer [86]

29 cancer types MultiModal network RNA-seq; genomic
data

n = 8646 The Cancer
Genome Atlas
samples [69]

Non-small-cell lung
cancer Multiple-instance LR Histopathological

images; genomic data n = 247 patients [87]

16 cancer types Random forest Prediction of Abs
inhibitor response

Genomic and
molecular data n = 1479 patients [88]
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5. AI Supports DT Development

To date, the public health system has been affected by the increasing costs of many
diagnostic and therapeutic pathways due to limited resources. At the same time, we are
constantly seeking to improve these paths through approaches aimed at personalized
medicine. To achieve these levels of diagnostic and therapeutic precision, the integration
of data from different sources and simulation platforms is necessary. As we have already
said, the application of the computational systems furnished by AI can generate practical
solutions to resolve these critical issues. In this scenario, DTs and BTs appear to be simula-
tion systems that are capable of predicting the outcome of individual patients and their
responses to therapy, and it seems clear that one twin feeds the other with information.

However, it is necessary to make a precise distinction between DTs and BTs. In fact,
these two concepts are often confused and are not very well defined, even though they are
fed by different but complementary data and information sources. A DT is a virtual system
of a process used to analyze in detail the performance characteristics of its real counterpart
and predict its results. By incorporating multiphysics simulations, data analytics, and ML
capabilities, DTs have the advantage of demonstrating the impact of changes in biological
processes such as environmental conditions or the occurrence of mutations, improving the
quality of the final product or process. Instead, creating a digital biological twin means
using a patient’s tissue sample to develop a 3D disease model, such as a tumor cell culture
or an organoid. We then monitor this model to track the progression of the patient’s disease
and test different drugs at different doses at multiple time points. This process allows
us to collect a wide range of data, resulting in a comprehensive multimodal monitoring
tool. This system is embedded in a microchip where the fluidic system connects different
cellular compartments, keeping the system of cell–cell interactions in a dynamic form.
Then, the BT is the result of in vitro models that can identify specific data/parameters
and simulate drug response by reproducing a part of the patient to add information to
the simulation capabilities of the DT. Thus, AI can integrate the concept of digital twins
with information obtained from in vitro models in several (Table 2) ways, by processing
data in real time and combining data from in vitro models with patient clinical data, and
can virtually test different therapies and dosages before applying them to the patient. In
summary, AI can transform data obtained from in vitro models into actionable insights,
improving the accuracy and speed of clinical decision-making through integration into the
digital twin model.

The DT continually evolves and updates to reflect changes to the physical counterpart
of an entire process, creating a closed feedback loop in a virtual environment, feeding on
new information that continues to optimize the product and performance at low costs.
The data obtained from digital models complement the data sources already available
for the analysis, such as retrospective data, patient cohort data (interoperable platforms,
wearable devices, sensors, and biomarkers), and personalized patient data. Usually, the
first data points are deposited in a (public) database and have already been generated,
therefore being retrospective. It must be considered that DT data are dependent on time
and variations, unlike personalized patient data which are defined as “punctual” because
they are measured following programmed steps. Furthermore, DT data change over time
because they are subject to updated and continuous simulations. Therefore, a DT provides
continuous analysis and forecasts over time, making it a useful tool for the formulation
of mathematical models. One of the most complex examples of a DT is the gut–brain axis
(GBA), which has great potential to prevent and treat gastrointestinal disorders and will
prospectively allow us to influence behavior by providing us with an effective, continuous
interaction and predictive state of the GBA [87].
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Table 2. How artificial intelligence (AI) can integrate digital twins (DTs) with biological twins (BTs).

Complex Data Analysis AI Function

In vitro models, such as cell cultures or
organoids, generate vast amounts of data (e.g.,
images, genomic, proteomic, and metabolomic

data).

AI can process these data in real time,
identifying complex patterns and relationships

that may not be evident through traditional
analyses.

Personalized Predictions AI Function

The digital twin is fed by multimodal data,
allowing for simulations of disease progression

and predictions of how the patient will
respond to various treatments.

AI can combine data from in vitro models with
patient clinical data, such as blood tests,

diagnostic images, and genomic information.

Treatment Optimization AI Function

Integrating information from in vitro models
with simulations in the digital twin reduces
risks and improves treatment effectiveness.

AI can virtually test different therapies and
dosages before applying them to the patient.

Dynamic Updates AI Function

Continuous updates on the patient’s health
status are provided as well as personalized

management of treatment, such as adjusting
therapies.

AI enables the digital twin to continuously
update itself with new data from both the

patient and in vitro models.

Accelerate Discovery AI Function

The discovery of therapeutic targets goes hand
in hand with the new knowledge gained on

solid tumors thanks to the sophisticated
technologies available today.

AI can speed up drug discovery processes and
treatment optimization by running large-scale
simulations and rapidly integrating data from

in vitro models.

The idea is, therefore, to obtain AI algorithms (for instance, deep and shallow ML,
hybrid machine learning, Bayesian inference, mixed-effects models) to model crucial related
mechanisms such as immunological response in tumors, which is to date one of the most
studied topics in the international scientific panorama. In fact, in the oncology field, apart
from problems related to the complexity of neoplastic processes and the heterogeneity of
the events involved, mathematical models face several challenges: (1) the adaptation of the
observational experimental data to the models, resulting in personalized model parameters,
which is necessary because each patient has their own gene mutations, immunological
responses, and clinical context; (2) the models use a simplified view of tumor cells, ignoring
their spatial position, the composition of the tumor microenvironment, the process of
competition for nutrients in the bone marrow and the cell cycle, and other mechanisms
concerning more specific cellular biological processes, while other models, such as those
for application in radiology or surgery, require many geometric representations; (3) simple
mathematical models are obviously limited to very simple statements, while it is necessary
to know, for example, whether the immune system responds effectively to immunotherapy
during the disease. Thus, while AI is already an established tool for analyzing complex
and multimodal data, we emphasize the importance of mathematical models in improving
therapeutic decision-making.

For this reason, it is necessary to equip DTs with multiple mathematical models, with
different levels of detail and characteristics, with the aim of answering a specific clinical or
research question [88].

In oncology, mathematical models integrated into digital twins provide a powerful
tool for simulating the complex dynamics of cancer progression and treatment response.
By incorporating patient-specific data and modeling the interactions between tumors,
therapies, and the immune system, digital twins enable personalized, data-driven clinical
decision-making and optimization of cancer treatment strategies. Thus, mathematical
models play a crucial role in the creation of digital twins in oncology by simulating and
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predicting the behavior of tumors and their interactions with therapies. In Table 3, we
provide a detailed description of how mathematical models are used to create digital twins.

Table 3. How mathematical models help the creation of digital twins in oncology. Mathematical
models play a crucial role in the creation of digital twins in oncology by simulating and predicting
the behavior of tumors and their interactions with therapies.

Field Modeling Tumor Growth

Mathematical models, such as
ordinary differential equations
(ODEs) and partial differential
equations (PDEs), are used to

describe the following:

Cell proliferation and death Tumor microenvironment Spatial growth patterns

Field Immune Response Dynamics

Mathematical models
simulate the interaction

between the tumor and the
patient’s immune system in

specific way:

Immune cell infiltration Cytokine signaling Immunotherapy response

Field Drug Response and Therapy Optimization

Models of pharmacokinetics
(PK) and pharmacodynamics
(PD) are used to simulate how

drugs are absorbed,
distributed, metabolized, and
eliminated in the body. These

models help to predict the
following:

The effectiveness of
chemotherapy or targeted
therapies based on drug

concentration at the tumor site

Optimal dosing regimens to
minimize side effects

Resistance mechanisms that
may emerge during treatment

Field Metastasis Simulation

Mathematical models can
track how cancer cells migrate

from the primary tumor to
form metastases in other

organs. These models
simulate the following:

Cell migration
The process of tumor cells

establishing new metastatic
sites

Therapy resistance in
metastases

Field Predicting Outcomes and Clinical Decision Support

Digital twins built on
mathematical models can

predict future scenarios, such
as the following:

The likelihood of tumor
recurrence after surgery or

chemotherapy

How long a treatment will
remain effective before

resistance develops

Which combination of
therapies will yield the best

outcomes based on the
tumor’s specific
characteristics

Furthermore, it is important to note that DT data are structured data, and this is
reflected in their dependence on time and interventions. In contrast, personalized patient
data are measured in scheduled steps, while DT data change over time because simulations
can consider updated patient information with continuous simulations. Overall, a cohort
of DTs is calibrated to a target patient at time ti, and each DT simulates the effects of a
specific intervention so that each returns the best possible approximation to simulate biolog-
ically realistic data during medical procedures, such as drug administration, determining
suitability for surgery, etc.

There are studies that aim to use classical ML techniques to create DTs that are reliable
for medical specialists, and for which they do not require in-depth knowledge of AI, and
meet the requirements of the Internet of Medical Things (IoMT) in terms of latency and
costs [89]. A more concrete attempt has been made for breast cancer, one of the most
widespread forms of cancer, for which the feasibility and reliability of DTs in patient
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monitoring and diagnosis have been demonstrated [90]. An example of a primitive DT is
the artificial pancreas, which consists of closed-loop automated control of diabetes mellitus.
Indeed, people with type 1 diabetes mellitus face the problem of permanently optimizing
glycemic levels without increasing the risk of hypoglycemia. The insulin pump is linked
to real-time continuous glucose monitoring and employs mathematical algorithms that
connect the pump to the sensor for monitoring, with performance comparable to the normal
pancreas [91]. In the context of ML applications for the creation of DTs, mathematical
models try to capture the dynamics of biomarkers, the proliferation of tumor cells at a
given time t, considering a constant value r, which can be associated with the difference
between proliferation and cell death, or the interactions between different cell populations,
for example. This kind of approach allows us to answer the question “What would happen
if...?” Implementing mathematical models of this type means adapting experimentally
observed data to the models, consequently obtaining parameters customized to the type
of patient. As we have already described, a simple mathematical model is obviously
limited by very brief statements from which, however, we want to draw a more in-depth
vision of what would happen if, for example, we administer drugs or how the immune
response is influenced during the progression of the disease. Susilo et al. demonstrated that
DT parameters inferred from responding and non-responding patients showed potential
biological differences that may influence their response to mosunetuzumab, such as tumor
size, the degree of T cell infiltration, or tumor cell proliferation, but also showed parameters
relating to the activation or cytotoxic mechanisms of immune cells. The model therefore
suggests that intratumoral expansion of pre-existing T cells underlies the anti-tumor activity
of mosunetuzumab. [92]. This conclusion will allow us to implement DTs for new clinical
and laboratory observations, acquiring greater similarity to the reality of the biological
mechanism underlying the response to immunotherapies.

Brain tumors can be diagnosed through segmented MRI imaging. There are brain
tumor detection algorithms that are based on the analysis of brightness contrast in MRI
scans and electroencephalogram (EEG) recordings. This information can be processed in
the DT to improve diagnosis. To date, the algorithm is able to identify MRI images of
healthy patients from those with tumors with an accuracy varying from 85% to 96% [93].
Furthermore, the proposed DT platform uses a multimodal dataset (on the patient’s psy-
chological state, metabolic characteristics, immune and epigenetic profiles) implementing
various ML methods. The platform also includes health reports. All of this processed
information updates the DTs of cancer patients, acting as a platform on which to investigate
the best treatment method or helping clinicians make decisions [90]. Moreover, DTs seem
to be a revolutionary tool for improving diagnosis, monitoring, and therapy, benefitting
patients’ well-being, lowering economic costs, and enabling the prevention of disease
progression in Multiple Sclerosis patients [94]. Among the applications of DTs, we found
an interesting use for precision medicine in vascular surgery, such as detecting the severity
of carotid stenoses from head vibrations in a work that coupled computational mechanics
and a computer vision method [95–97], but many other applications in healthcare have
been reported in the review by Sun et al. [98].

6. Conclusions

Compared to previous works, this review aims to combine the use of AI to improve
clinical practice while highlighting the growing significance of digital twins as an experi-
mental model. We have also recognized that biological twins provide valuable data that
can be processed by AI, delivering increasingly rapid and useful information for patient
management in emergency situations. In the last 5 years, the number of publications
using artificial intelligence methods to leverage image data or scRNA-seq data, combined
with clinical information, to create highly accurate prevention strategies has been steadily
increasing. We believe that DTs are a resource in the medical field for the resolution of
problems such as the precise treatment of diseases, the administration of personalized ther-
apies, etc., as well as clinical decision support systems in urgent–emergency contexts for
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which the time factor is extremely decisive. In this regard, we are aware that there are other
types of immunotherapies, such as CAR-T-cell therapy, cancer vaccines, oncolytic virus
therapy, and cytokine therapy, in addition to ICBs, which are applied to cancer patients
in emergency conditions, such as metastatic patients or those with chronic autoimmune
diseases. The availability of such a wide range of therapies allows for the application of
personalized medicine, which we hope can be supported by AI models to facilitate rapid
therapeutic decisions based on predictive models developed in digital twins (DTs). This
review also shows that mathematical models are at the heart of digital twin technology,
especially in the simulation of complex systems, from biological processes to industrial
machines. Although still in their early stages in fields such as personalized medicine, the
integration of AI, real-time data, and multiscale modeling will drive major advances in the
near future. What emerges from the studies summarized in this work is the need to use
DTs for predicting the patient’s state of health and the pharmacological efficacy of drugs.
These considerations place the DT as a healthcare assistant that stands between future
medicine and an everyday medicine which aspires for precision and the administration of
personalized therapies.
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