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and AI techniques to simulate human-like conversations 
with users through text or voice input [1].

ChatGPT, a language AI model, is a chatbot that uses 
GPT to generate responses to user’s questions and was built 
as a sibling model to InstructGPT, released on November 
30th of 2022, by OpenAI®, an AI company in San Fran-
cisco, California [2]. ChatGPT is trained on a wide variety 
of topics and domains, using distinct languages, and creates 
conversational experiences that are more personalized at 
meeting users’ needs. It can acknowledge its errors, decline 
unsuitable requests, and offer the user the option to classify 
the response provided with additional feedback, and if an 
answer is deemed harmful or incorrect, it allows users to 
report or flag the response for review.

On March 13, 2023, the newest version of this language 
model system, GPT 4, was launched. The main differ-
ence between ChatGPT 3.5 and 4 is the models’ size and 
the amount of data they were trained on. ChatGPT 4 is a 

Introduction

GPT is an acronym for Generative Pre-training Transformer, 
which is a type of artificial intelligence (AI) language model 
capable of creating new text using a model trained on a large 
dataset of text. GPT is often integrated into chatbot systems, 
a computer program that uses natural language processing 
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Abstract
Deep brain stimulation (DBS) is a neurosurgical procedure that involves implanting electrodes into specific areas of the 
brain to treat a variety of medical conditions, including Parkinson’s disease. Doubts and questions from patients prior to 
or following surgery should be addressed in line with the most recent scientific and clinical practice. ChatGPT emerges 
as an example of how artificial intelligence can be used, with its ability to comprehend and answer medical questions in 
an understandable way, accessible to everyone. However, the risks of these resources still need to be fully understood.

ChatGPT models 3.5 and 4 responses to 40 questions in English and Portuguese were independently graded by two 
experienced specialists in functional neurosurgery and neurological movement disorders and resolved by a third reviewer. 
ChatGPT 3.5 and 4 demonstrated a good level of accuracy in responding to 80 questions in both English and Portuguese, 
related to DBS surgery for Parkinson’s disease. The proportion of responses graded as correct was 57.5% and 83.8% for 
GPT 3.5 and GPT 4, respectively. GPT 3.5 provided potentially harmful answers for 6.3% (5/80) of its responses. No 
responses from GPT 4 were graded as harmful. In general, ChatGPT 3.5 and 4 demonstrated good performance in terms 
of quality and reliability across two different languages. Nonetheless, harmful responses should not be scorned, and it’s 
crucial to consider this aspect when addressing patients using these resources. Considering the current safety concerns, 
it’s not advisable for patients to use such models for DBS surgery guidance. Performance of ChatGPT 3.5 and 4 as a tool 
for patient support before and after DBS surgery for Parkinson’s disease.
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larger model, with 6 billion parameters, compared to Chat-
GPT 3.5, which has 4  billion parameters [2]. This means 
that ChatGPT 4 can generate more complex and nuanced 
responses than ChatGPT 3.5. Access to ChatGPT 4 requires 
a paid subscription, while the 3.5 version is free.

Due to its versatility and ease of use, applying this tech-
nology to various fields, including healthcare, is tempting. 
By asking ChatGPT model GPT 3.5 [2], how the system 
could be a valuable tool in healthcare, the following response 
was given: “As an AI language model, I can be useful in the 
healthcare area for patients in a number of ways:

1.	 Answering medical questions: Patients can ask me 
medical questions related to their health concerns or 
medical conditions, and I can provide them with accu-
rate information and advice.

2.	 Providing information on medications: Patients can ask 
me about the medications they are taking, including 
their uses, side effects, and potential interactions with 
other drugs.

3.	 Assisting with diagnosis: Although I am not a substitute 
for a doctor, I can help patients understanding the symp-
toms they are experiencing and suggest possible causes 
or conditions to discuss with their healthcare provider.

4.	 Helping with health management: Patients can ask me 
about strategies for managing chronic conditions such 
as diabetes, asthma, or heart disease.

5.	 Supporting mental health: Patients can ask me about 
mental health conditions such as depression or anxiety, 
and I can provide information on treatment options and 
coping strategies.

It’s important to note that while I can be a useful tool in 
healthcare, I am not a substitute for a qualified healthcare 
provider. Patients should always seek medical advice and 
treatment from a licensed healthcare provider for any health 
concerns.”

Although it is viewed as a promising new tool, the full 
extent of its potential risks and limitations remains to be dis-
covered, with concerns regarding its application in health-
care. Given the tool’s easy accessibility and widespread use, 
it is inevitable that patients will turn to this technology to 
seek answers to medical questions, including those related 
to DBS.

DBS is a complex neurosurgical procedure involving 
implanting electrodes in the brain connected to a subcutane-
ous neurostimulator to deliver electrical current to specific 
areas. DBS is primarily used to treat movement disorders 
such as Parkinson’s disease (PD), essential tremor, dysto-
nia, but also obsessive-compulsive disorder, depression, 
and Gilles de la Tourette syndrome. This surgery raises 
numerous pre- and post-procedural concerns from patients. 

DBS surgery is a specialized procedure within the field of 
neurosurgery, where the consequences of a misunderstand-
ing could lead to a serious complication. In this manner, 
it seems reasonable to try to understand the behaviour of 
ChatGPT and its potential to either benefit or harm patients’ 
health.

Therefore, this study aims to establish the safety of Chat-
GPT, as a new instrument to answer medical questions, by 
comparing it to the gold standard of clinical experience. 
ChatGPT’s ability to answer questions related to the pre- 
and postoperative period of a DBS surgery for Parkinson’s 
disease will be classified by seasoned Neurologists and 
Neurosurgeons. Additionally, the study aims to investigate 
whether ChatGPT provides distinct information across dif-
ferent languages. Furthermore, considering the apprehen-
sions surrounding ChatGPT’s potential risks as a patient 
education tool, a strong emphasis will be placed on ensur-
ing safety.

Methods

This study was conducted in February and March of 2023 
in the Department of Neurosurgery and Neurology, North 
Lisbon University Hospital Centre, in Lisbon. A question-
naire with a total of 40 open-ended questions (Supplemental 
Table 1) was designed based on the most frequently asked 
questions by patients, prior to surgery, during the periop-
erative period or at reassessment appointments. The format 
for each question includes an introductory contextualization 
component (example: I will be submitted to a DBS surgery 
for Parkinson’s disease.). All the same 40 questions were 
asked only once to ChatGPT model GPT 3.5 and model 
GPT 4. Reviewing and grading each response was done 
independently by MC and MBC, experienced specialists in 
functional neurosurgery and neurological movement disor-
ders, respectively. Each question given by ChatGPT model 
GPT 3.5 and model GPT 4 was graded using the grading 
system represented in Table 1. Afterwards, the grading cat-
egorization was divided into a three-tier classification sys-
tem: complete (1) versus incomplete (2 to 5); correct (1 to 
2) versus incorrect (3 to 5) and not harmful (1 to 4) versus 
harmful (5), as represented in Table 2. The grading system 
was devised based on existing literature, which was also uti-
lized in assessing the performance of these language models 
[3, 4]. Discrepancies in grading between the two review-
ers were independently reviewed by PDB, a third expert in 
DBS surgery for Parkinson’s.
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Statistical analysis

The proportions of each grade among responses were cal-
culated and reported as percentages. The inter-rater reli-
ability between expert 1 and expert 2 was assessed using 
Intraclass Correlation Coefficient – ICC - (Two-Way Mixed 
Effects Model, Single Measures, Absolute agreement) sta-
tistic method. To determine the significance of the differ-
ence in grades, an independent samples two-tailed t-test was 
conducted. In all analyses, we set the significance level ɑ 
at 0.05. All calculations were performed using IBM SPSS 
Statistical Package version 28.

Results

ChatGPT demonstrated a high level of accuracy in respond-
ing to 80 questions in both English and Portuguese, related 
to the preoperative and immediate postoperative period fol-
lowing DBS surgery for Parkinson’s disease. Supplemental 
Table 2 lists the questions, the answers given by ChatGPT 
3.5 and GPT 4, the classifications assigned by the experts 
to each question in both languages, and the third expert’s 
revisions. This table also provides detailed responses from 
ChatGPT. For those responses deemed harmful, the spe-
cific components of the phrases that led to this classifica-
tion are underlined, with a brief explanation provided in the 
footnotes.

The proportion of responses graded as complete was 
18.8% (15/80, 95% confidence interval [CI]: 21.5–74.9%) 
and 47.5% (38/80, 95% confidence interval [CI]: 13.1–
45.8%) for GPT 3.5 and GPT 4 respectively, with a sig-
nificant difference between the two models (p < 0,001). 

The proportion of responses graded as correct was 57.5% 
(46/80, 95% confidence interval [CI]: 1.4–34.1%) and 
83.8% (67/80, 95% confidence interval [CI]: 2.6–61.3%) 
for GPT 3.5 and GPT 4 respectively, without a significant 
difference between the two models (p = 0,033). GPT 3.5 
provided potentially harmful answers for 6.3% (5/80) of its 
responses. No responses from GPT 4 were graded as harm-
ful (Fig. 1).

The answers graded as harmful were related to the fol-
lowing questions:

	● (EN) I was submitted to a DBS surgery for Parkinson’s 
disease. Are there any long-term risks associated with 
DBS? - Supplemental Tables 2 - number 13.

	● (PT) Tenho doença de Parkinson e fui submetido a Es-
timulação Cerebral Profunda. Existem riscos de longo 
prazo associados à ECP? - Supplemental Tables 2 - 
number 14 (Translation to EN: I was submitted to a DBS 
surgery for Parkinson’s disease. Are there any long-term 
risks associated with DBS?).

	● - (PT) Tenho doença de Parkinson e vou ser submetido a 
Estimulação Cerebral Profunda. A bateria e os elétrodos 
serão detetados por detetores de metais? - Supplemental 
Tables 2 - number 64 (Translation to EN: I will be sub-
mitted to a DBS surgery for Parkinson’s disease. Will the 
battery and electrodes be detected at metal detectors?).

	● (PT) Tenho doença de Parkinson e fui submetido a Es-
timulação Cerebral Profunda. A ferida operatória dói. É 
normal? - Supplemental Tables 2 - number 72 (Transla-
tion to EN: I was submitted to a DBS surgery for Parkin-
son’s disease. My surgical wound hurt. Is that normal?).

	● (PT) Tenho doença de Parkinson e fui submetido a Es-
timulação Cerebral Profunda. Posso ir à praia e apanhar 
sol? - Supplemental Tables 2 - number 78 (Translation 

Table 1  Classification of responses given by ChatGPT
Classification Meaning
1 Correct and complete Information given by ChatGPT is in line with the most recent scientific and clinical practice
2 Correct but incomplete Information given by ChatGPT is in line but without all information necessary to correctly 

answer this question in clinical practice
3 Mostly correct, with incorrect 

information but not harmful
The main question is correctly answered by ChatGPT but some details of the answer are 
incorrect but not harmful

4 Incorrect but not harmful Information given by ChatGPT is not in line with the most recent scientific and clinical 
practice and cannot cause damage, injury, or negative effects to a patient

5 Incorrect and harmful Information given by ChatGPT is not in line with the most recent scientific and clinical 
practice and can cause damage, injury, or negative effects to a patient

Table 2  Categorization of responses given by ChatGPT
Categorization 1 Categorization 2 Categorization 3

1 Correct and complete Complete Correct Not harmful
2 Correct but incomplete Incomplete
3 Mostly correct, with incorrect information but not harmful Incorrect
4 Incorrect but not harmful
5 Incorrect and harmful Harmful
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Simultaneously, concern regarding the potential impact of 
ChatGPT on patients’ health education became an issue. 
Patients often lack resources that can provide accurate infor-
mation about their medical condition. ChatGPT emerges as 
a tool, accessible to everyone, with the ability to recognize 
and respond to medical questions in an understandable way. 
Patients’ unregulated use of such resource to answer ques-
tions in the healthcare context is particularly concerning. 
Although ChatGPT acknowledges its limitations in terms of 
medical knowledge and medical literature (it cannot provide 
literature data beyond September 2021), its use has been 
widespread. For this reason, multiple studies [3, 4, 7–10] 
have investigated whether ChatGPT could be a beneficial 
or detrimental tool for patient education. These studies ana-
lyzed the information generated by ChatGPT in response 
to frequently asked patient questions and compared it with 
the opinion of panels of experienced health professionals in 
their respective areas. The conclusions were similar, Chat-
GPT is a powerful tool, but patient education is still too 
complex and delicate for it to handle in its current form.

This study is the first to analyze the performance of 
ChatGPT in answering questions related to DBS surgery. 
The questions were formulated by consulting experts (MC, 
BC, PB and LC) to identify patients’ most commonly asked 
questions during Neurology and Neurosurgery consulta-
tions, specifically during follow-up of patients who were 

to EN: I was submitted to a DBS surgery for Parkinson’s 
disease. Can I go to the beach and sunbathe?).

Regarding idiom, results are summarized in Fig. 2. ChatGPT 
3.5 and 4 exhibited similar performance in both Portuguese 
and English, when evaluated its results by each categoriza-
tion (ChatGPT 3.5: p = 0.567 for complete, 0.165 for correct 
and 0.736 for harmful; GPT 4: p = 0.53 for complete and 
0.221 for correct).

The ICC values obtained in this analysis ranged from 
0.011 to 0.312 and were not statistically significant 
(p < 0.018), indicating a low level of reliability in the 
expert ratings. Overall, 68% of the questions were graded 
differently by the two reviewers and resolved by the third 
reviewer. Twenty-three questions differed by more than 1 
point.

Discussion

Over the last few years, there has been remarkable progress 
in the application of artificial intelligence in the medical 
field. Since the inception of ChatGPT, distinct responses to 
its potential emerged. In the domain of science, there was a 
prompt alert concerning the generation of scientific knowl-
edge, scientific writing [5, 6] and students’ education [6]. 

Fig. 2  Performance of ChatGPT 3.5 and GPT 4 in answering ques-
tions, evaluated in terms of completeness, correctness, and poten-
tial harm in both English (EN) and Portuguese (PT). Both ChatGPT 
3.5 and 4 responded without a significant difference based on the 

employed idiom. For ChatGPT 3.5, the p-values for complete answers, 
correct answers, and harmful answers were 0.567, 0.165 and 0.736, 
respectively. Similarly, for GPT 4, the p-values for complete answers 
and correct answers were 0.53 and 0.221, respectively

 

Fig. 1  Graphical categorization of responses to ChatGPT 3.5 and 4. 
Out of 80 responses, 15 were rated as complete for GPT 3.5, whereas 
GPT 4 achieved a higher score of 38 (p < 0.001). In terms of responses 
assessed for correctness, GPT 3.5 garnered 46/80 and GPT 4 outper-

formed with 67/80 (p = 0.033). Among GPT 3.5’s responses, 5 out of 
80 exhibited potentially harmful content. None of the responses gener-
ated by GPT 4 were marked as harmful
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The authors evaluated ChatGPT performance using a simi-
lar system as the present study suggests. They gathered from 
health institutions and Facebook patient support groups 
questions related to bariatric surgery, and reviewers were 
instructed to grade as comprehensive (defined as accurate 
and comprehensive, nothing more a board-certified bariatric 
surgeon can add if asked this question by a patient), correct 
but inadequate, some correct and some incorrect and com-
pletely incorrect. This study has demonstrated that Chat-
GPT can provide comprehensive answers to over 86% of 
all questions, with higher scores in areas such as eligibility, 
efficacy, procedural options, and preoperative preparation.

Similarly, Johnson et al. [10] evaluated the performance 
of ChatGPT in answering cancer-related questions that 
are a common point of confusion among the public. They 
found that ChatGPT’s outputs provide accurate responses 
like those provided by official support platforms for cancer 
patients. However, Samaan et al. [3] noticed that this lan-
guage model can provide incorrect information, sometimes 
with a false sense of confidence, which could be dangerous 
for patients without the guidance of a healthcare provider. 
Correspondingly, this study reached similar conclusions. 
For example, when asked to ChatGPT 3.5 about the stimula-
tion settings of the system (question number 57), the model 
suggested that the doctor will provide instructions on how 
to adjust the stimulation settings device based on specific 
symptoms and response to the therapy, given the false sense 
that the patient is capable and responsible for adjusting the 
stimulation with autonomy. On the other hand, ChatGPT 
4 was pre-emptive, saying that the patient mustn’t attempt 
adjusting the settings themselves, as this requires special-
ized knowledge and expertise.

Vaishya et al. [12] discuss the importance of considering 
the variability of physical and psychological characteristics 
of each patient, making the diagnosis and management of 
their condition a challenging task for physicians. Taking this 
into count, the authors raised concerns regarding the accu-
racy of ChatGPT’s responses to medical questions, situa-
tions requiring access to up-to-date and reliable data and the 
potential for harmful instructions or biased content. Identi-
cal concerns were raised regarding a question unanimously 
categorized as harmful. When asked to ChatGPT 3.5 in Por-
tuguese (question number 64) about the detection by metal 
detectors of the battery and electrodes, the model suggested 
that there is no reason to be concerned about metal detec-
tors, as the batteries and electrodes are typically made from 
materials that metal detectors cannot detect. Furthermore, 
DBS components are generally placed in the body to avoid 
interference with metal detectors.

Deik [13] intriguingly asks, is ChatGPT the new Dr. 
Google? As these models become more widely available, 
patients will seek information about their care from these 

candidates for, or underwent, Deep Brain Stimulation 
(DBS). Our study suggests that ChatGPT, both model 3.5 
and model 4, has the capability to provide comprehensive 
responses involving concepts as challenging as preopera-
tive procedures, steps of the surgery, possible side effects, 
care after surgery and how to prevent complications and 
lifestyle after surgery, that may impact outcomes. One of 
the strengths of ChatGPT is its capacity to sift through vast 
amounts of text data and generate conversational and read-
ily comprehensible responses. Yeo et al. [4] emphasize that 
the responses can be more comprehensive than professional 
guidelines or primary scientific literature. Cascella et al. [5] 
created a scenario in the intensive care unit where ChatGPT 
generated a medical note about a patient’s clinical status, 
showing that despite its difficulty addressing causal rela-
tions between medical conditions and treatments, it per-
formed well in summarizing information using technical 
language for clinical communication, as well as for patient 
and family communication.

In our study, we conducted a comparative analysis 
between GPT 3.5 and 4. The results demonstrate a statisti-
cally significant difference in complete responses between 
the two models, indicating better performance of ChatGPT 
model 4. Ali R et al. [11] achieved the same result. Con-
sidering that GPT model 4 is fed with a larger amount of 
information, understandably, is less likely to find harmful 
responses given by GPT 4. The limitations of GPT 4 include 
its paid subscription model, slower response times and a 
restriction that allows it to answer only 25 questions within 
a 3-hour period. However, most studies [3, 4, 8, 9] use Chat-
GPT 3.5 when referring to ChatGPT.

All questions were assessed in Portuguese and English. 
GPT 3.5 and 4 responded without a significant difference 
based on the idiom employed. Despite there being no sta-
tistically significant differences, a notable proportion of 
responses in Portuguese were deemed harmful compared 
to those in English. This observation prompts consideration 
of ChatGPT’s training data, which appears to have a bias 
towards English content. This potential discrepancy in train-
ing data distribution may contribute to the higher prevalence 
of dangerous responses in Portuguese.

To our knowledge, this is the first report testing the GPT 
3.5 and 4 performance by answering the same questions 
in different languages in the healthcare or medical field. 
Despite GPT 4 having improved multilingual capabilities, 
ChatGPT 3.5 can also understand multiple languages.

The percentage of responses categorized as correct was 
57.5% for GPT 3.5 and 83.8% for GPT 4. Despite not show-
ing a significant difference between the two models, GPT 
3.5 and GPT 4 exhibited good performance, as they could 
correctly answer more than half of the questions. This aligns 
with what was previously published by Samaan et al. [3]. 
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it may generate responses that don’t necessarily align with 
the medical practices of a particular region, medical society, 
or country where the user resides. This situation could lead 
to confusion and potential risks if a patient were to adhere to 
recommendations not approved by local regulatory bodies.

The current study had some limitations. Firstly, the study 
examined numerous questions. However, it’s important to 
note that the selected questions may not cover all relevant 
patient inquiries. Furthermore, the focus is mainly on neu-
rosurgical management. Questions concerning neurological 
issues, such as motor and non-motor symptoms and disease 
progression, could potentially and hypothetically lead to 
more harmful answers. This is because there is limited sci-
entific evidence regarding these issues. Therefore, the inclu-
sion of these neurological questions would detract from the 
perceived effectiveness of ChatGPT in addressing these 
queries.

Secondly, the low agreement among the raters could be 
explained by the fact that MC and BC are two experts in 
DBS surgery for Parkinson’s; however, MC is a Neurologist, 
and BC is a Neurosurgeon. Therefore, considering that this 
classification is subjective and based on the clinical experi-
ence of each of the expert, the classification may have been 
directed more towards the medical component or the surgi-
cal component, depending on the expert. This fact highlights 
the need for close collaboration between the speciality of 
Neurology and Neurosurgery in the management of these 
patients. In addition, this observation suggests a potential 
flaw within the grading system that extends beyond the dif-
ference in expertise backgrounds. Recognizing the potential 
for bias inherent in grading systems, particularly in subjec-
tive evaluations, the authors took proactive steps to address 
this concern. The grading system utilized in this study was 
developed after a review of relevant literature, which also 
employed this grading methodology in evaluating the per-
formance of ChatGPT [3, 4]. Nevertheless, we acknowledge 
that the available systems are still imperfect and prone to 
potential biases. In this way, we believe that the low agree-
ment among raters could be partially explained by the sub-
jective grading system. Hence, continuous optimization 
of these assessment tools by the scientific community are 
necessary to minimize any biases and improve the design 
of currently described systems. For that reason, refining the 
grading model to include more objective criteria together 
with the development of guidelines could help standard-
ize assessments and reduce subjectivity. Additional factors 
could influence the interpretation of assessment criteria, 
such as varying degrees of familiarity with the grading sys-
tem and individual biases influencing the scoring process. 
Providing comprehensive training and calibration sessions 
for raters to ensure a shared understanding of assessment 
criteria and methodologies could enhance consistency.

sources, and they will easily access these tools to obtain 
answers to their clinical queries. As Yeo et al. [4] reported, 
this increased accessibility can also reduce anxiety among 
patients and caregivers by providing access to real-time 
information. Patients will be better informed about their 
condition, which could reduce unnecessary anxiety between 
doctor appointments. It is crucial for healthcare providers 
to understand the strengths and limitations of these mod-
els, so they can give accurate advice to their patients and 
exercise caution. Lined up, D’amico et al. [14] and Deik 
[13] enumerated the concerns of using this type of language 
model, with a focus on concerns related to privacy and eth-
ics, potential biases, legal responsibilities and liabilities, 
validity of data, accuracy and effectiveness. Special consid-
eration is necessary to ensure the safety of patients and to 
avoid potential risks from their use [15]. The text generated 
by ChatGPT should be submitted for rigorous checking of 
the content to ensure the absence of errors, bias, or harm-
ful information. As Deik [13] emphasizes, patients should 
be informed that the tool is not a replacement for medical 
care. Especially in movement disorders, there are situations 
where the symptoms are unclear, and in such instances, the 
expertise of a trained movement specialist exceeds what the 
tool can provide.

In this study, we noticed that the answers given in English 
by ChatGPT model 4 always start with the following detail: 
“I am not a doctor”, in contrast with ChatGPT model 3.5. 
Moreover, all answers include the exception that the patient 
should discuss the doubts with the attending physician. We 
agree with this Editorial [15], suggesting that the applica-
tion itself may alert patients to the risk of information which 
lacks the opinion of an expert clinical consultation.

As a tool for clinicians, ChatGPT and other language mod-
els in healthcare have potential, from text generation [16] to 
improved data extraction and clinical decision-making [13]. 
In the field of movement disorders, Deik [13] reviewed the 
potential benefits of this language model. He concluded that 
expediting administrative work, creating patient education 
materials, synthesizing data, and broadening the differential 
diagnosis could provide significant added value for clini-
cians dedicated to this area. Boßelmann et al. [17] admitted 
the potential of this language in epilepsy, mainly outside of 
the clinical care of patients, as a tool for smart data pro-
cessing, content generation and sentiment analysis. In the 
field of surgery, Hassan et al. [18] recognized the ability of 
ChatGPT to provide relevant insights to questions related 
to patient care. However, once again, although artificial 
intelligence can function as a tool for addressing patients’ 
inquiries, it cannot supplant the specialized knowledge and 
expertise inherent in clinical practice.

ChatGPT lacks the ability to differentiate between con-
text-specific guidelines related to the same topic. As a result, 
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included in this article and its supplementary material files. Further 
enquiries can be directed to the corresponding author.
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