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EDITORIAL

Artificial Intelligence-Assisted Adjunct Therapy: 
Advocating the Need for Valid and Reliable AI Tools in 
Mental Healthcare

Mental disorders have been rising on a global scale. The number of existing psychiatrists and 
other mental health professionals is far lower than the number of psychiatric patients world-
wide. Social stigmatization worsens this situation, whereby almost one-third of those who 
need mental health services do not opt for professional treatment due to several cultural, 
religious, and economic reasons.1 Artificial intelligence (AI) can be very helpful in dealing 
with this situation. The current editorial proposes AI-assisted adjunct therapy (AIAAT) and 
advocates the need for developing specific AI tools in this regard.

The existing AI apps and websites, especially conversational bots, have already been uti-
lized for mental health assistance. These tools can provide real-time responses, psycho-
education, and therapeutic exercises to those who do not wish to face the social stigma 
associated with visiting a mental health professional.2 ChatGPT and similar tools can facil-
itate emotional catharsis. These tools can guide clients to a feasible therapeutic process 
and can give immediate advice in dealing with stress and anxiety. This provision can help 
those clients who experience frequent episodes of distress and need immediate support 
from time to time.3 Based on a rich database, AI tools can detect mental problems, identify 
the symptoms, diagnose a person, and recommend a professional course of action.4 Most 
importantly, these tools overcome the barriers of social stigma associated with mental dis-
orders and therapy.5

AI tools are not meant to replace conventional mental healthcare. These tools can play a 
supplementary role in helping both clients and practitioners by reducing long wait times 
and providing faster diagnoses. A client registered with a practitioner and attending regular 
sessions can also take advantage of these AI tools. These tools can provide ongoing support 
between sessions by helping clients achieve the goals that are already set by therapist.6 For 
example, an AI system might offer reminders for practicing mindfulness exercises, tracking 
mood fluctuations, and providing motivational support. This continuous engagement in the 
psychotherapeutic process would lead to better progress and improved outcomes.

Despite the potential benefits, the integration of AI tools in mental health services has also 
raised several concerns.7 The reliability of information is the foremost critique in this regard. 
There is a high risk that AI may provide information that is not reliable. Artificial intelligence 
can be a source of misguidance, as it is not yet capable of observing clients in natural set-
tings. Users can also mislead AI by complaining falsely or by exaggerating symptoms. Thus, 
specialized AI applications are needed that could overcome the drawbacks of using AI for 
mental health. We advocate the stakeholders to consider developing specialized programs 
and software for AIAAT.

The AIAAT must include statistically established algorithms for the prevention, diagnosis, 
and addressing of client-centered needs. It must be noted that clients cannot take psychiat-
ric medication without an appropriate prescription. Moreover, not a single psychotherapy 
claims to be universally beneficial.8 Since the use of AI tools is worldwide, and clients belong-
ing to various races, ethnicities, and cultural backgrounds may use them, the AIAAT must 
incorporate cross-cultural issues along with Westernized approaches to mental health. The 
AIAAT must never claim to be an alternative to conventional therapy. Using the existing AI 
tools, clients may feel satisfied with the suggestions provided by the AI and may not consult 
professionals. The AIAAT must encourage clients to seek professional advice, in addition 
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to the assistance provided by the AIAAT. The AIAAT must also have 
a client-based memory to remember the last advice given and the 
actions taken by the clients in this regard. The software companies 
must consult mental health professionals in developing such a tool. 
Psychological studies carried out worldwide can also serve as base-
line information to understand the specific cultures and individual 
needs of the clients. Ethical considerations must also be addressed 
in the AIAAT, which are currently missing in the existing AI tools.9 
These include privacy, confidentiality, and genuineness, which are 
the core foundations of conventional therapy. Most importantly, 
Continuing Medical Education training could be offered to mental 
health professionals.

Fraudulence and artificiality have been constantly observed in the 
field of Information Technology, whereby several web-based tools 
intend to utilize Information Technology unfairly and greedily. 
Through the current editorial, we encourage software companies 
to come forward and develop a standardized AIAAT application 
that could be approved by the leading psychiatric and psychologi-
cal associations. A trusted AIAAT application would not only help the 
world in combating mental health issues but would also serve as a 
legally profitable venture for the IT sector and mental health profes-
sionals alike.
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