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This study aims to measure the performance of different AI-language models in three sets of pre-
internship medical exams and to compare their performance with Iranian medical students. Three 
sets of Persian pre-internship exams were used, along with their English translation (six sets in total). 
In late September 2023, we sent requests to ChatGPT-3.5-Turbo-0613, GPT-4-0613, and Google Bard 
in both Persian and English languages (excluding questions with any visual content) with each query 
in a new session and reviewed their responses. GPT models produced responses at varying levels of 
randomness. In both Persian and English tests, GPT-4 ranked first and obtained the highest score in 
all exams and different levels of randomness. While Google Bard scored below average on the Persian 
exams (still in an acceptable range), ChatGPT-3.5 failed all exams. There was a significant difference 
between the Large Language Models (LLMs) in Persian exams. While GPT-4 yielded the best scores 
on the English exams, the distinction between all LLMs and students was not statistically significant. 
The GPT-4 model outperformed students and other LLMs in medical exams, highlighting its potential 
application in the medical field. However, more research is needed to fully understand and address the 
limitations of using these models.
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Artificial intelligence (AI), deep learning, and neural network developments over the past ten years have changed 
how we approach various jobs and sectors, from manufacturing and banking to consumer goods1. The field of 
medicine is experiencing a revolution thanks to AI, which is generally regarded as the domain of computer 
science that can handle challenging problems with a wide range of applications in different fields2. Language 
models have been researched as instruments for personalized patient engagement and consumer health 
education in the medical field3. These models have shown some success in areas where generative question-
answering (QA) tasks are used to assess clinical knowledge, indicating promise4,5.

Large language models (LLMs) have demonstrated promising ability in a variety of natural language 
processing (NLP) tasks6. A 175 billion parameter NLP model called ChatGPT, or Chat Generative Pre-trained 
Transformer, employs deep learning algorithms trained on enormous quantities of data to produce human-like 
replies to user queries7,8. ChatGPT is a general-purpose dialogic agent that can answer a variety of topics, making 
it potentially useful for customer service, chatbots, and a variety of other applications. Since its introduction, it 
has received much attention for both improbable achievements and for correctly answering straightforward 
mathematical problems9,10.

Clinical AI models must be trained appropriately, which necessitates a significant amount of time, money, and 
highly domain- and problem-specific training data, all of which are in scarce supply in the healthcare industry11. 
New generations of models, including ChatGPT, may better capture the fusion of clinical expertise with dialogic 
engagement. Although it is not an information retrieval tool, its response format of distinctive narrative replies 

1Clinical Education Research Center, Shiraz University of Medical Sciences, Shiraz, Iran. 2School of Medicine, 
Shiraz University of Medical Sciences, Shiraz, Iran. 3Non-Communicable Diseases Research Center, Endocrinology 
and Metabolism Population Sciences Institute, Tehran University of Medical Sciences, Tehran, Iran. email: 
soheylvafa@gmail.com

OPEN

Scientific Reports |        (2024) 14:28456 1| https://doi.org/10.1038/s41598-024-79335-w

www.nature.com/scientificreports

http://orcid.org/0009-0004-8256-376X
http://www.nature.com/scientificreports
http://crossmark.crossref.org/dialog/?doi=10.1038/s41598-024-79335-w&domain=pdf&date_stamp=2024-11-18


allows novel use cases, such as acting as a fictitious patient, a brainstorming tool providing personalized feedback, 
or a classmate to simulate small-group learning. However, ChatGPT has to demonstrate a degree of medical 
understanding and reasoning that gives users enough trust in its replies for these applications to be helpful12. In 
addition, it can be optimized to produce predominantly either consistent or creative outputs (through adjusting 
a value called “temperature” as a representation of the degree to which it features in randomness)13.

Google Bard AI represents a notable development in the field of AI-powered chatbots. This cutting-edge 
AI is aimed at imitating human-like interactions by responding to a variety of user requests and suggestions14. 
The Pathways Language Model 2 (PaLM 2), designed to be exceptionally strong in fact comprehension, logical 
reasoning, and math, is the mechanism behind Bard. Bard uses sophisticated language models, which have 
been trained on a large sample of text data, to produce thorough and instructive replies to user inputs. The 
model’s ability to efficiently realize and grasp contextual information enables it to provide thorough and accurate 
answers to various queries. Bard exhibits outstanding ability in comprehending and responding to inquiries 
requiring accurate information and offers real-time internet access15.

The process of answering medical questions using natural language processing has been improved thanks 
to ChatGPT. Kung et al. 2023 assessed how well ChatGPT performed on the USMLE (United States Medical 
Licensing Examination)16. They observed that without any specialized instruction or reinforcement, ChatGPT 
passed all three tests with a score at or around the passing mark16. Another study illustrates ChatGPT’s 
capability to give reasoning and informative context throughout the majority of replies owing to the dialogic 
character of the response to inquiries12. According to academic physician specialists, ChatGPT can produce 
accurate answers to yes/no or descriptive questions and present accurate information for a variety of medical 
concerns, despite significant restrictions17. As another study reported, there were no appreciable differences 
between ChatGPT and Bard’s performance while responding to text-based radiology questions18. In another 
study, the LLMs (ChatGPT-3.5, Google Bard, and Microsoft Bing) found considerable variations in how they 
resolved hematology case vignettes. The best score was achieved by ChatGPT, followed by Google Bard and 
Microsoft Bing. Although none of the models could consistently provide correct answers to all cases, ChatGPT 
demonstrated strong performance compared to other models, showcasing its potential to contribute positively 
to advancements in the field of medicine6.

These findings present a strong argument for the potential use of AI in medical education. They imply that 
LLMs may be expedient in clinical decision-making and medical education. Through this study, we aim to 
compare the performance of advanced AI language models —specifically ChatGPT-3.5-Turbo, ChatGPT-4, and 
Google Bard— against human performance in three sets of the comprehensive pre-internship exam, a nation-
wide test for Iranian medical students before internship, assessing their theoretical knowledge in various fields 
of medicine. The findings will provide insights into the potential applications of AI in supporting learning and 
assessment processes, as well as highlight areas where human cognition still outperforms machine intelligence. 
By evaluating the performance of these AI agents in relation to human responses, this study seeks to illuminate 
the strengths and limitations of AI in educational settings, and to evaluate their medical knowledge. Ultimately, 
this comparison aims to contribute to the ongoing discourse on the role of AI in education and its implications 
for future workforce readiness.

Methods
This cross-sectional study employed three sets of the comprehensive pre-internship exam. This exam is 
a periodic national test for Iranian medical students before internship (the final stage in the curriculum of 
general medicine), carried out by the Ministry of Health and Medical Education two or three times each year. It 
comprises 200 multiple-choice questions in various fields of medicine (internal medicine, pediatrics, gynecology, 
surgery, etc.) and administered in persian. Requiring only an integer from one to four as the answer to each of 
its questions, LLMs can conveniently provide an answer.

Our study, confined to medical students of Shiraz University of Medical Sciences, included a total of 123 
students who participated in the exam in March 2021, 172 students in September 2021, and 141 students in 
March 2022. These include all the medical students who took these exams at Shiraz University of Medical 
Sciences on the pertinent dates, enrolled through census sampling, and no exclusion criteria were applied. The 
data on the students’ grades were collected from the Vice-Chancellor of Education of Shiraz medical school. The 
comprehensive pre-internship exam has various score cut-offs in each period, according to which students pass 
or fail this exam. These cut-offs are announced after each exam by the Supreme Council for Planning of Medical 
Sciences, i.e. 90/200 in March 2021, 86/196 in September 2021, and 87/196 in March 2022. The questions for all 
three exams were also answered by ChatGPT-3.5-turbo-0613, ChatGPT-4-0613, and Google Bard in the second 
half of September 2023. Questions containing visual assets such as clinical images, medical photography, and 
graphs were removed.

ChatGPT generates conversational natural language responses to text input using self-attention processes 
and a large amount of training data. It excels at handling distant dependencies and producing appropriate and 
comprehensible responses. ChatGPT includes several language models that run on servers and cannot navigate 
or search the internet. In light of the abstract link between words (“tokens”) in the neural network, all replies are 
consequently created in place. This is in contrast to other chatbots or conversational systems, which are allowed 
to access external sources of data (such as databases or the internet) to give targeted answers to user inquiries.

Google Bard is an LLM chatbot developed by Google. It is trained using a sizable text and code dataset that 
includes Google Search, Stack Overflow, and Wikipedia, among other publicly accessible datasets. Bard can 
compose many types of creative material, translate from different languages, and provide users with intelligent 
answers to their concerns. It was made available on March 21, 2023, and is open source.

Given our emphasis on assessing the model’s efficacy in handling medical queries, questions were administered 
in both Persian and English. While significant changes were observed in the performance of the models when 
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dealing with these languages, our primary focus was to assess the models’ capabilities in understanding medical 
concepts rather than evaluating their performance specifically in the Persian language. As a result, we placed 
greater emphasis on the English language for our analysis.

To translate the questions into English, we used three methods: models themselves for translation, other tools 
such as Google Translate, and human translation. Finally, to evaluate the performance of the models in processing 
medical questions, we abandoned the first and second methods because incorrect translation of questions can 
lead to wrong answers from the models. Using the first method (using models for translation), we observed 
that models sometimes change the structure of sentences and add or remove words. In the second method 
(using Google Translate), we encountered problems with an incorrect translation of words, especially specialized 
words, and grammatical and semantic differences. Our tests showed that incorrect translation erroneously 
results in incorrect answers from the model. In other words, the models may generate incorrect answers based 
on the wrong translation of the questions. This even questions the correct answer of the models because selecting 
the correct answer to a mistranslated question can be based on a wrong conclusion. Therefore, we decided to 
have the questions translated into English by two independent physicians, and in case of discrepancies, a third 
physician would make the necessary changes. We tried to preserve the structure of the questions throughout the 
translation and not to add or remove words to the questions.

To prevent the models’ past answers from influencing the current questions (an issue concerning the memory 
of the models), we created a new “session” for each question, and the questions were asked from the models 
within each session. No two questions were asked from any model in the same session.

We used two separate “prompts” to ask questions in Persian and English languages. The “Prompt” was the 
same in all models:

English: “Answer the following question, choose the best answer from the four options”.
Persian: 
This study used multiple choice single answers with forced justification (MC-J) prompting. This setting is 

created using a varied lead-in imperative or interrogative phrase that requires ChatGPT to justify each answer 
option.

In the case of ChatGPT (GPT-3.5-turbo and GPT-4), we used the first two methods to communicate with 
these models: (1) visiting the chat.openai.com website and (2) using the official Application Programming 
Interface (API) from OpenAI. The API allows us to access GPT models and manage various settings easily.

We can modify two critical settings: “Max token” and “Temperature”. The term “Max token” represents the 
most tokens the model can produce. We set the value to 8192 for GPT-4 and 4097 for GPT-3.5-Turbo. In addition, 
we determine the degree of unpredictability in the model’s output by setting “Temperature” to one of four values: 
0.0, 0.5, 1.0, and 2.0. In the case of Temperature = 0.0, the model output had the least amount of randomness and 
the most repeatability. We chiefly paied attention to the results obtained from this temperature13.

Using the first method (visiting the chat.openai.com site), the default temperature value for GPT-4 was equal 
to 0.7, and for GPT-3.5-Turbo was equal to 1, and “Max token” was not adjustable. Therefore, we only used the 
API mode for the conclusion. This method only applies to GPT models, and in the case of PaLM2, the only way 
to access it was through the bard.google.com website. Regarding this website, we could not set any features for 
this model, and we only had to use the default values provided by Bard. Bard exhibits challenges in responding to 
medical inquiries, particularly in the gynecology, often evading direct answers. When faced with medical issues, 
Bard commonly resorts to statements such as “I am only an intelligence model” or “I’m artificial and can’t assist 
you.” In order to circumvent these evasive answers, we used a tactic of asking the same questions—up to ten 
times—to get Bard to respond in a way that goes beyond its usual avoidance behaviors. The fluctuation in Bard’s 
answers can be ascribed to its usage policies and its unavoidable unpredictability. This issue was not of significant 
concern in the other investigated LLM’s.

To evaluate the LLMs’ behavior in the pre-internship tests, we compared the model’s answer for each question 
with the correct answer (determined by the Supreme Council for Planning of Medical Sciences). If the two 
answers matched, the model’s answer was classified as correct. Moreover, if the two were not identical, the 
model’s answer was classified as incorrect, which we further classified into the following types of errors.

1. Response Outside Expected Options:
Responses from models that either selected two or more options as correct or offered an answer other than 

the presented options fall into this category. This type of response was considered as being incorrect.

Example
Question: “A 30-year-old man, who was diagnosed with acute lymphoblastic leukemia and has been undergoing 
chemotherapy since a week ago, now goes to the emergency room complaining of weakness and malaise and 
complains of decreased urine volume. The tests are as follows:

BUN = 30 mg/dl, Cr = 2.8 mg/dl, uric acid = 14 mg/dl.
Which of the following disorders can be seen in his tests?”
Expected Options: A- Hypokalemia B- Hypophosphatemia C- Hypocalcemia D- Hyponatremia.
LLM Response (GPT 4) - English version (Temperature = 0.5):
“The tests show an increased level of BUN, Cr, and uric acid. This indicates that the patient may be suffering 

from tumor lysis syndrome, a common complication in patients with high-grade malignancies undergoing 
chemotherapy. This syndrome is characterized by the rapid release of intracellular components into the 
bloodstream, leading to hyperuricemia, hyperphosphatemia, hyperkalemia, and acute kidney injury. Therefore, 
none of the options listed are correct.”

2. Illegible and Incomprehensible Response:
Responses were placed in this category that were incomprehensible and illegible for our researchers, and no 

conceptual understanding was possible.
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Example
Question: “A 60-year-old man came with the following tests:

Hb = 8 g/dl, MCV = 78, Serum iron = 20, TIBC = 370, Ferritin = 15.
Which of the following measures is recommended to diagnose the cause of anemia in this patient?
A- Bone marrow sampling.
B- Endoscopy and colonoscopy.
C- Fecal occult blood test.
D- Full sonography of abdomen and pelvis”.
LLM Response (GPT 3.5) - Persian version (Temperature = 2):
“Carlosüt.Add-testidChoosing_pg”.
3. No Answer (Policy-Based Non-Response):
This category includes instances where LLMs decline to respond to particular inquiries based on established 

policies. This kind of response typically occurs when the requests are considered inappropriate or violate the 
LLMs’ usage policies. For example, LLMs are not intended to create content that could be considered offensive, 
harmful, or illegal. When faced with such requests, the model avoids answering the question and gives a default 
answer. Of note, this type of error was most commonly seen in Bard due to its Generative AI Additional Terms 
of Service (2023, August 9), where it blocks harmful content, e.g., “Misleading claims of expertise or capability 
made particularly in sensitive areas (e.g. health, finance, government services, or legal).” Additionally, this category 
of error was the only one in which the prompts were repeated.

Example
Question: " A 45-year-old man with a history of Wolff-Parkinson-White syndrome went to the emergency room 
with an attack of atrial fibrillation. Blood pressure is 100/80 mm Hg. What is the drug of choice for the patient?

A- Digoxin.
B- Verapamil.
C- Procainamide.
D- Propranolol “.
LLM Response (Bard) - English version (before up to 10 retry):
“I’m not able to help with that, as I’m only a language model.”

Statistical analysis
IBM SPSS version 26.0 was used to analyze the data. Each exam has a maximum of 200 questions, and therefore, 
the score (a discrete quantitative variable) can virtually be any integer between zero (all wrong answers) and 200 
(all right answers). The Friedman test was used to compare the aggregate scores of different LLMs. In addition, 
the scores of the same LLMs with distinct temperatures were compared with the same statistical test. Each of 
these models was also compared with students through the Wilcoxon signed-rank test. For the purpose of this 
investigation, a p-value of 0.05 was set as the level of statistical significance.

Ethics statement
This study was approved by the ethics committee at Shiraz University of Medical Sciences (ID: IR.SUMS.MED.
REC.1402.255). Additionally, all experiments were conducted in accordance with the Helsinki Declaration of 
Ethics. Due to the retrospective nature of the study, Research Ethics Committees of School of Medicine at Shiraz 
University of Medical Sciences waived the need of obtaining informed consent.

Results
The exams and human performance
A total of 589 questions from the three sets of exams (March 2021: 197 questions, September 2021: 196 questions, 
and March 2022: 196 questions) were provided to ChatGPT-3.5-Turbo and GPT-4 in temperatures of 0.0, 0.5, 
0.1, and 0.2, as well as Google Bard, in both Persian and English languages. The average scores of students in 
the three mentioned exams were 111.44 ± 19.52 (min: 71, max: 171), 112.77 ± 19.89 (min: 65, max: 171), and 
111.95 ± 23.58 (min: 56, max: 170) respectively (Table 1).

Models’ performance
Table 2 presents scores from three exams (March 2021, September 2021, and March 2022) assessed by three 
LLMs: ChatGPT-3.5-Turbo, ChatGPT-4, and Google Bard, in Persian. The scores, represented as percentages 
of correct answers, indicate the performance of each LLM at different temperature settings (0.0, 0.5, 1.0, and 
2.0). GPT-4 demonstrated higher passing rates compared to ChatGPT-3.5-Turbo and Google Bard. While 
scores generally improved at lower temperatures, the scores within each LLM across different temperatures 

Exam Maximum of students score (%) Average of students score (%)

Mar. 2021 171 (85.5) 111.44 (55.72)

Sep. 2021 171 (87.24) 112.77 (57.54)

Mar. 2022 170 (86.73) 111.95 (57.12)

Table 1. Average and maximum scores of students in three sets of the pre-internship exam.
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were insignificant. Google Bard showed consistent passing rates across repeated inquiries but had slightly lower 
overall scores than the GPT-4 model.

Figure 1(a) to (d) illustrate the comparison of the performance of different LLMs and the average scores 
of students in each exam, specifically focusing on the Persian version, categorized by the temperature of the 
ChatGPT model. In these charts, the performance of Google Bard is based on up to ten inquiries as a comparative 
basis. As evident, at all temperatures, the performance of GPT-4 was acceptable and higher than students’ average 
scores. While the Google Bard score was lower than the average student score, it was still within an acceptable 
range for the exam. ChatGPT-3.5, however, failed in all three exams in the Persian language. The Friedman test 
revealed a significant difference in the scores of the exams among the LLMs across all temperature settings of 
ChatGPT) p-value in all cases < 0.05). The Wilcoxon test also showed that the scores of none of the temperature 
settings of the ChatGPT models and neither of the two repeated inquiry modes of Google Bard were significantly 
different from the average scores of the students ) p-value = 0.109, Z=-1.604 in all cases).

Table 3 presents the scores of three LLMs - ChatGPT-3.5-Turbo, GPT-4, and Google Bard - across the three 
exams translated to English (March 2021, September 2021, March 2022) at different temperature settings. 
GPT-4 consistently achieved higher scores compared to the other models. While scores generally varied with 
temperature, the differences within each LLM, except for ChatGPT-3.5, were not significant.

Figure  1 (e) to (h) demonstrate the comparison of the performance of different LLMs and the average 
scores of students in each exam, specifically focusing on the English version, categorized by the temperature 
of the ChatGPT model. In these charts, the performance of Google Bard is based on up to ten inquiries as a 
comparative basis. The score for GPT-4 was the highest across all temperatures, and both versions of ChatGPT 
and Google Bard passed the exam in all temperatures. The scores of different LLMs did not show a statistically 
significant difference (p ≥ 0.60), and none of the LLMs achieved a statistically different score compared to the 
students’ average in any temperature (p ≥ 0.109).

Errors
Table  4 shows why different LLMs sometimes don’t answer questions. It breaks down these reasons by type 
and examines how often they occur under various conditions for each LLM. The most striking difference was 
in policy restrictions. On the first try, Bard had a higher no-answer rate attempting to avoid policy violations 
compared to ChatGPT models (9.8% in English and 2.9% in Persian, compared to 0% for both ChatGPT 
versions). Interestingly, repeatedly asking these questions without any change (up to ten times until receiving 
an answer that is not prohibited by policy) significantly reduced these policy-related failures. In English, the no-
answer rate dropped to 3.2%, and in Persian, it plummeted to just 0.3%.

Bard’s response rate for Gynecology questions was hampered by policy restrictions more than usual. This 
was particularly noticeable in the English tests, where the initial attempt had a high no-answer rate of 31.6% due 
to policy limitations. Even after ten attempts, the rate remained significantly elevated at 22.8%. In contrast, the 

Table 2. Scores of LLMs in different modes in 3 courses of the Persian version of pre-internship exam.
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Persian version faced far fewer policy-related limitations. The no-answer rate was only 10.5% on the first try and 
a mere 1.8% after ten attempts.

Researchers classified a category of replies as “illegible” after assessing the quality of the responses. These 
responses, generated by LLMs, were incomprehensible and illegible. The researchers were unable to understand 
the meaning of the replies because of the illegible letters and words in them. ChatGPT-3.5 (in Persian exams) 
stood out with a significant rate of 24.6% illegible answers at temperature 2. GPT-4 (in Persian exams) also 
generated illegible responses in this setting but at a much lower rate of 1.5%. Notably, Bard performed well in 
this category, producing no illegible answers. A notable distinction between Bard and GPT-4 is the absence of 
a simultaneous selection of options in Bard. Conversely, both ChatGPT-3.5 and GPT-4 exhibited this behavior, 
exclusively at temperature 2.

Discussion
Large language models are significantly changing the medical landscape. They can be applied to expedite 
research, educate medical professionals, and even provide direct assistance to physicians. These LLMs perform 

Fig. 1. Performance of different Large Language Models in the Persian version of exams at temperatures 0 (a), 
0.5 (b), 1 (c), 2 (d), and the English version at temperatures 0 (e), 0.5 (f), 1 (g), and 2 (h).
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as proficient learning models, absorbing knowledge and applying it to a wide range of tasks, such as determining 
the best course of action for a patient or deciphering intricate medical concepts19,20. Since LLMs are being used 
in healthcare, it is crucial to train medical professionals to get the most out of them while also understanding 
their weaknesses20.

In the current study, we measured the performance of LLMs to evaluate their medical knowledge. According 
to the results, GPT-4 did the best on the Persian and English exams. However, there was no statistically significant 
difference in the LLMs’ performance in the English version. Furthermore, earlier studies have demonstrated 
that GPT-4 outperforms GPT-3.521–27 and Bard6,7,14,16,28 in medical exams. The statistical insignificance of the 

Table 4. The frequency of different reasons for non-response in different modes LLMs to the question.

 

Table 3. Scores of LLMs in different modes in three sets of the English version of the pre-internship exam.
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difference in the English versions of the exams could be attributed to the small number of compared exams. The 
fact that only three exams (two versions of each) were examined led to the small sample size in this study. It may 
be possible to identify functional differences between models with greater accuracy and certainty using a similar 
method with a larger sample size.

In the current study, the performance of none of the LLMs differed significantly from that of the students. One 
previous study26 reported that GPT-4 performed significantly better than family medicine residents. However, 
these findings differ from those of the present study. The heterogeneity (variation) of the studied populations and 
the examined tests likely contribute to these different results.

While all the other LLMs passed all three exams, ChatGPT-3.5 struggled in the Persian exam, failing to reach 
a passing score. This is interesting because an earlier version, ChatGPT-3, did nearly as well on ophthalmology 
exams without special training or assistance16.

Another study reported similar results. ChatGPT-3.5 scored below the 58% passing mark for the 2022 
Specialty Certificate Examination in neurology, while GPT-4 excelled, achieving the highest accuracy and 
exceeding the threshold29.

To date, not many studies have been conducted to evaluate the performance of LLM in Persian medical 
exams. In a study in which the medical pre-internship exam in Persian was conducted using ChatGPT-3.5, a low 
accuracy rate of less than 40% was observed. This result is consistent with the failing score of that language model 
in the Persian language pre-internship exam in the current research30.

This suggests a potential limitation of the LLM in comprehending Persian, which appears to have been 
addressed in the latest version. For instance, Khorshidi et al. (2023) found that GPT-4 successfully answered 
over 81% of questions in the Persian Iranian Medical Residency Entrance Exam 2023, which showed better 
performance than the current study. The difference in the complexity and content of the test between the 
residency entrance test and the pre-internship exam and the difference in the method can partly explain the 
improved results observed in the study31. In another study, Google Bard also successfully achieved a score above 
60% in the Persian neurophysiology exam, which showed its stable performance in the Persian version of the 
exams in the current study32.

Studies indicate that languages such as Chinese, German, and Spanish pose challenges for LLMs33. This 
is consistent with the more prominent finding that LLMs perform better in well-resourced languages   such as 
English compared to languages   with less available resources34. Previous studies on LLMs in medical exams 
for non-English languages support this pattern. GPT-3.5 earned only 46.8% on a Korean general surgery test, 
whereas GPT-4 scored a substantially higher 76.4% 35. Similarly, GPT-4 aced the French version of the European 
Board of Ophthalmology exam with a 91% success rate36. Even though direct comparisons of other studies with 
our Persian language exam are difficult due to variations in exam topics and complexity, the lower scores in 
Persian reflect a possible decrease in performance for LLMs in languages with fewer resources.

Interestingly, our study found that increasing the temperature for ChatGPT generally lowered its score on the 
exam. These changes, however, were not significant in the English test, except for ChatGPT-3.5. It appears that 
increasing the temperature of ChatGPT in medical tests has disrupted the consistency of the results and led to 
the uncontrollability of the LLM.

Few studies, as far as the researchers are aware, have looked at ChatGPT’s performance in medical tests at 
various temperatures. One such research demonstrated no noticeable differences in performance at different 
temperatures. However, compared to the current research, that study’s scope was limited since it only examined 
two temperature settings (0 and 1)37.

Due to Google policy restrictions, the current study revealed that many Google Bard responses were 
categorized as “No Answer” responses. Google is well-known for following some strict regulations38. It 
is worth noting that the reason for the higher percentage of “No Answer” responses to the questions in the 
gynecology field can be due to the stricter restrictions in the field of gynecology. It is interesting to note that 
the significant reduction of “No Answer” responses by simply repeating the questions can indicate the lack of 
predictive behavior of the models. In contrast, ChatGPT, especially version 3.5, had trouble generating legible 
and comprehensible responses. Previous studies have also reported similar issues with LLMs39. These findings 
highlight the continued need to improve LLM’s ability to produce coherent, readable, and predictable outputs.

The partly superior performance of LLMs (especially ChatGPT4) implies that LLMs can be utilized as 
supplementary educational tools, providing students with instant access to information, explanations, and 
practice questions that can enhance their understanding of complex medical concepts. By integrating LLMs 
into the curriculum, educators can create interactive learning environments where students engage with 
AI to reinforce their knowledge and improve their critical thinking skills. LLMs can also assist in formative 
assessments, offering personalized feedback on student performance and identifying areas where additional 
study is needed. Moreover, the performance of LLMs can serve as a benchmark for curriculum development, 
prompting educators to identify gaps in student knowledge and adjust teaching methods accordingly.

Although the use of LLMs can result in spectacular results, as demonstrated by our assessment of their 
performance compared with student performance, their use can be associated with certain pitfalls. Below is a list 
of strategies to reduce these risks:

• Rigorous validation: AI models in medicine require continuous validation to maintain accuracy and reliabil-
ity and ensure patient safety.

• Transparency: Clear insight into AI decision-making processes is essential to building trust and identifying 
and correcting biases or errors.

• Ethical guidelines: It is essential to establish explicit ethical guidelines and privacy policies that protect patient 
privacy.
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• Human oversight: Healthcare providers should evaluate AI offerings. Due to their unpredictable perfor-
mance, artificial intelligence models need to complement human judgment and currently cannot replace it.

• Education: Medical education should include instructions on artificial intelligence tools to lead to their op-
timal use.

• Reducing bias: To ensure that artificial intelligence can understand all types of patients, it needs to be trained 
with different sources and languages and understand racial and regional differences.

Limitations
The present study had some limitations. First, many exams were not included, and only three exams, each with 
two versions of English and Persian, were examined in this study. Second, the pre-internship exam was the 
primary focus of this study, which may have subject-specific bias and not adequately reflect medical knowledge 
in the real world. Lastly, the study was monocentric, meaning that every participant studies at the same university, 
which would have limited how broadly the results could be applied.

Conclusion
This study demonstrated that GPT-4 consistently outperformed other LLMs and the average exam score of 
the students, achieving optimal performance across the board. Based on these results, GPT-4 may prove to 
be a useful tool in the field of medicine, if its limitations are carefully considered. Integrating LLMs into the 
curriculum has the potential to foster interactive learning and provide personalized feedback for assessments, 
though further research is needed to fully understand these benefits and their impact on teaching methods.

Data availability
The data collected and used in this study is available upon reasonable requests from the corresponding author.
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