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The integration of artificial intelligence (AI) education into medical curricula is critical for preparing
future healthcare professionals. This research employed the Delphi method to establish an expert-
basedAI curriculum for Canadian undergraduatemedical students. A panel of 18 experts in health and
AI across Canada participated in three rounds of surveys to determine essential AI learning
competencies. The study identified key curricular components across ethics, law, theory, application,
communication, collaboration, and quality improvement. The findings demonstrate substantial
support amongmedical educators and professionals for the inclusion of comprehensive AI education,
with 82 out of 107 curricular competencies being deemed essential to address both clinical and
educational priorities. It additionally provides suggestions on methods to integrate these
competencieswithin existingdensemedical curricula. Theendorsed set of objectives aims toenhance
AI literacy and application skills among medical students, equipping them to effectively utilize AI
technologies in future healthcare settings.

The integration of artificial intelligence (AI) in healthcare is transformative,
enhancing diagnostic accuracy, risk stratification, and treatment
efficiency1,2. AI applications have proven effective in various clinical
domains, such as reducing documentation burdens for clinicians, improv-
ing image interpretation in radiology, supporting intraoperative surgical
guidance, and facilitating public health risk stratification2,3.

However, despite these advancements, the adoption of AI curricular
elements in medical education has lagged4. Few structured programs
thoroughly address both the practical and ethical dimensions of AI in
medicine3–10. With emerging innovations in AI poised to substantially
impact medical practice, interest in training current and future physicians
about the technology is growing1,5,11. Surveys indicate strong backing for AI
literacy training, with 81% of UK physicians4 and 63% of Canadianmedical
students recognizing its importance12, while an overwhelming 93.8% of
students in Turkey support structured AI education, particularly in the
domains of knowledge, applications, and ethics13. This gap highlights the
need for AI literacy among medical students to ensure they can effectively
leverage these tools in their future clinical practice5,8. An interdisciplinary
approach is required to balance technical details with the humane aspects of
patient care14. This approach should include understanding, applying, and

critically analyzing AI technologies, aligned with educational frameworks
such as Bloom’s Taxonomy, a hierarchical classification of cognitive skills—
knowledge, comprehension, application, analysis, synthesis, and evaluation
—that educators use to develop learning objectives and outcomes3,8,15.
Currently, a core set of AI competencies has not been identified, although
numerous guides and suggested topics exist9,10.

Given the dense nature of medical training, introducing AI concepts
must be done thoughtfully to avoid overwhelming students and educators
while still providing the necessary competencies13,16. An updated under-
graduate medical education (UGME) curriculum should integrate AI
education with core medical training, ensuring it complements rather than
competes with essential medical knowledge4,13. Medical competency is the
crux of a clinician’s skill set andAImust enhance andnot distract from that.

In this study, the Delphi method is employed to identify essential
curricular elements for the undergraduate medical student, refining expert
opinions through iterative rounds to ensure the curriculum is compre-
hensive and reflective of current and future healthcare needs17. Thismethod
captures diverse perspectives from clinical, technical, and educational
experts, bridging educational gaps3,8,11. By addressingwhatmedical students
need to know aboutAI, this curriculumaims to equip the next generation of
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healthcare providers with the competencies required to integrate AI into
their clinical workflows confidently5,7,11,13,14,16.

Results
Table 1 presents the demographics of the 18 Canadian subject matter
expertswhoparticipated in the study.Among the respondents, 10weremale
and 8 were female. Regarding educational qualifications, 8 held a Master’s

degree, 12 held a Ph.D. and 10 had an MD or equivalent degree. Clinical
specialities represented includedCardiology,Diagnostic Radiology,General
Internal Medicine, Neurology, Psychiatry, and Urologic Sciences.

Table 2 outlines the learning elements selected for inclusion in the AI
curriculum. For the ethics theme, 11 elements, suchas identifying regulatory
issues in data sharing and explaining the importance of data privacy,
reached a consensus in the first round. The legal theme included 11 ele-
ments, with consensus achieved in rounds one and two, covering topics like
data governance, confidentiality, and liability concerns.

Under the theory theme, 29 elements were selected across three
rounds. These elements encompass a range of topics, from under-
standing statistical concepts to differentiating between types of machine
learning and evaluating the economic impact of AI in healthcare. For the
application theme, 11 elements were agreed upon, with consensus
spanning all three rounds. These elements focus on practical skills like
data analysis, integrating AI evidence into clinical decision-making, and
validating AI models.

The collaboration theme saw all seven proposed elements achieving
consensus in the first round. These elements emphasize strategies for
maintaining relationships with AI-focused colleagues, shared decision-
making, and identifying opportunities for learning about AI in healthcare.
The communication theme included seven elements, all reaching consensus
in the first round, covering effective communication strategies with both
colleagues and patients, empathetic communication skills, and managing
disagreements related to AI.

Lastly, the quality improvement theme comprised six elements, all
achieving consensus in the first round. These elements focus on evaluating
patient feedback, proposing AI improvements, analyzing current AI
applications, and applying user-centered design principles to enhance the
user experience of AI in healthcare. Figure 1 summarizes the distribution of
a number of learning objectives included by the different themes.

Table 3 lists the learning elements excluded from theAI curriculum. In
the theory theme, four elements were excluded in the second round, cov-
ering computer structure, hardware components, hardware impact on
performance, and basic programming concepts. In the application theme,
nine elements were excluded. In the second round, elements such as pro-
gramming AI models, gradient descent, regularization techniques, back-
propagation, data transformation with kernels, anomaly detection, code
optimization with vectorization, and using TensorFlow were excluded. In
the third round, clustering techniques for unsupervised learning were
excluded.

Table 4 shows the learning elements that did not reach a consensus. In
the legal theme, issues related to intellectual property and copyright man-
agement (L12–L14) lacked agreement. In the theory theme, no consensus
was achieved on elements related to programming languages, types of deep
learning, and deep learning models (T33–T35). In the application theme,
elements such as standardizing data, developing and training AI models,
dimensionality reduction techniques, using Keras, and hyperparameter
tuning (A21–A26) did not reach consensus.

Practicing M.D. vs. Ph.D. Researchers
Comparisons were performed to see if there was any difference in the
way experts rated the curricular elements in round one based on their
academic background (M.D.s vs. Ph.D.s). Of the 107 curricular ele-
ments, only three elements were found to have statistically significant
differences between the two groups. Practicing M.D.s more strongly
supported the legal element (L6), while researchers more strongly sup-
ported the application elements (A1 and A24). All other elements did
not reach significance at p < 0.05.

Leave-one-institution-out analysis
The findings support that in the first and third rounds, the removal of
members affiliated fromUBC had a significant influence on the number of
included and undecided elements. Similarly, in the second round, removing

Table 1 | Demographics of Canadian subject matter experts

Demographic Respondents (no.)

Sex (n = 18)

Male 10

Female 8

Degree(s) held (n = 30)

Master’s of Science (or equivalent) 6

Master of Public Health 1

Master of Health Informatics 1

Doctor of Philosophy 11

Doctor of Medicine (or equivalent) 10

Clinical speciality (n = 8)

Cardiology 1

Diagnostic Radiology 3

General Internal Medicine 1

Neurology 1

Psychiatry 1

Urologic Sciences 1

Province of origin (n = 18)

Alberta 1

British Columbia 10

Newfoundland and Labrador 1

Nova Scotia 2

Ontario 4

Affiliated institution (n = 28)

Dalhousie University 2

Memorial University of Newfoundland 1

Queen’s University 1

University of Alberta 1

University of British Columbia 9

University of Calgary 1

University of Toronto 2

University of Victoria 1

University of Western Ontario 1

Vancouver General Hospital 1

BC Children’s Hospital 1

Canadian Institute for AdvancedResearch 1

Simon Fraser University 1

St. Paul’s Hospital 1

Alberta Machine Intelligence Institute 1

Fraser Health Authority 1

London Health Sciences Centre 1

Vancouver Prostate Centre 1

Provinces not represented include Manitoba, New Brunswick, Prince Edward Island, Quebec, and
Saskatchewan. Clinical speciality included having completed a postgraduate residency.
Fellowships not included. Individual respondents may have multiple affiliated institutions.
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Table 2 | Learning elements selected for inclusion, organized by core theme and round in which consensus was achieved

Theme Element for inclusion Consen-
sus round

EPA CanMEDS role

Ethics

E1 Identify key regulatory issues surrounding data sharing between healthcare institutions, academic
institutions, and private organizations.

1 10 Leader, Health Advocate

E2 Analyze the implications of these regulatory issues on data-sharing practices in healthcare. 1 10 Leader, Health Advocate

E3 Apply appropriate response strategies to comply with regulatory requirements related to data sharing
between healthcare institutions.

1 5, 10 Leader, Health
Advocate, Professional

E4 Explain the importance of data privacy in the context of using artificial intelligence (AI) with healthcare data. 1 10 Communicator, Health
Advocate, Scholar

E5 Define equitable AI and explain its importance in promoting fairness and avoiding bias in AI applications. 1 9, 10 Health Advocate

E6 Define and differentiate between the different types of biases that can appear in AI, including algorithmic,
data, and user biases.

1 10 Scholar, Professional

E7 Identify real-world examples of each type of bias and their impact on the effectiveness of AI applications. 1 10 Scholar, Health
Advocate

E8 Develop strategies to mitigate and prevent the occurrence of biases in AI applications. 1 5, 10 Scholar, Leader

E9 Apply strategies to promote the use of equitable AI and advocate for its implementation. 1 10 Health Advocate, Leader

E10 Define patient rights and the ethical considerations related to using AI in healthcare. 1 9, 10 Health Advocate,
Professional

E11 Explain the importance of respecting patient rights when using AI and describe the potential benefits of
doing so.

1 9, 10 Health Advocate,
Professional

Legal

L1 Define data governance and explain its importance when working with AI. 1 10 Leader, Scholar

L2 Explain the importance of confidentiality in healthcare data when using AI. 1 9, 10 Professional, Health
Advocate

L3 Identify potential risks to data privacy and best practices when using AI, including relevant legal and
regulatory requirements.

1 10 Professional, Scholar

L4 Apply appropriate confidentiality measures to ensure the privacy and security of healthcare data when
using AI.

1 4, 5, 10 Professional, Scholar

L5 List and explain the various concerns surrounding liability when using AI in healthcare. 1 9, 10 Professional, Health
Advocate

L6 Apply strategies to mitigate liability risks associated with the use of AI in healthcare. 1 9, 10 Professional, Leader

L7 Explain the importance of shared decision-making with AI and the physician’s role in shared decision-
making with AI.

1 5, 9, 10 Communicator,
Collaborator

L8 Understand the legal implications of shared decision-making with AI. 1 10 Leader, Professional

L9 List the key issues surrounding the copyright of AI. 2 10 Leader, Scholar

L10 Identify the key components of a data governance framework and how they relate to AI. 2 10 Leader, Scholar

L11 Apply appropriate data governance measures when working with AI. 2 5, 10 Leader, Scholar,
Professional

Theory

T1 Defineanddifferentiate between statistical conceptsof accuracy, F1score, sensitivity, specificity, positive
predictive value, negative predictive value, odds ratio, relative risk, positive and negative likelihood ratios.

1 3, 12 Scholar

T2 Interpret and apply these statistical concepts to real-world healthcare scenarios. 1 3, 4, 12 Scholar, Medical Expert

T3 Understand, interpret, and explain the different types of statistics (descriptive vs inferential). 1 3, 4 Scholar

T4 Understand, interpret, and explain the different types of data (numerical vs categorical). 1 3, 4 Scholar

T5 Understand, interpret, use, and explain common terminology used in AI. 1 3, 4, 10 Scholar

T6 Identify the different domains of healthcare where AI has been successfully applied. 1 3, 4, 10 Scholar, Medical Expert

T7 Evaluate the strengths and benefits of using AI in each domain, including improved accuracy, efficiency,
and cost-effectiveness.

1 4, 10 Scholar, Health
Advocate

T8 Explain how AI has impacted the quality of patient care and the healthcare industry as a whole. 1 10 Scholar, Health
Advocate

T9 Identify the limitations and challenges of using AI in different domains of healthcare. 1 3, 10 Scholar, Health
Advocate

T10 Predict and anticipate how the workflow of physicians may change with the implementation of AI. 1 4, 10 Scholar, Leader

T11 Identify techniques that will better facilitate the implementation of AI. 1 10 Scholar, Leader

T12 Understand the basic concepts and principles of machine learning. 1 4 Scholar

T13 Identify anddifferentiatebetweendifferent typesofmachine learning, including supervised, unsupervised,
and reinforcement learning.

1 4 Scholar
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Table 2 (continued) | Learning elements selected for inclusion, organized by core theme and round in which consensus was
achieved

Theme Element for inclusion Consen-
sus round

EPA CanMEDS role

T14 Evaluate the strengths and limitations of each type of machine learning and their applications in
healthcare.

1 4, 10 Scholar

T15 Identify and differentiate between different types of regression analyses, including linear, logistic, and
Poisson regression.

1 4 Scholar

T16 Understand the concept of model selection in machine learning. 1 4 Scholar

T17 Understand the basic concepts and principles of deep learning. 1 4 Scholar

T18 Understand the different applications of deep learning in healthcare, including image analysis, natural
language processing, and time series analysis.

1 4 Scholar, Medical Expert

T19 Understand the basic concepts and principles of natural language processing (NLP). 1 4 Scholar

T20 Identify and differentiate between different applications of NLP in healthcare, including clinical
documentation, patient communication, and disease surveillance.

1 4, 6, 7,
10, 12

Scholar, Medical Expert

T21 Evaluate the impact of NLP on the quality and efficiency of healthcare processes. 1 4, 6, 7, 10 Scholar, Medical Expert

T22 Evaluate the strengths and limitations of each type of deep learning and their applications in healthcare. 2 4, 10 Scholar

T23 Identify and differentiate between different types of models, including decision trees, random forests, and
support vector machines.

2 4, 10 Scholar

T24 Evaluate the strengths and limitations of each type of model and their applications in healthcare. 2 4, 10 Scholar

T25 Develop skills in data preprocessing, feature engineering, model selection, and evaluation. 2 10 Scholar

T26 Apply these skills to solve real-world problems in healthcare using AI tools. 2 4, 10 Scholar, Medical Expert

T27 Evaluate the economic impact of AI adoption in healthcare, including the costs associated with
implementation and maintenance.

3 10, 12 Scholar, Health
Advocate

T28 Analyze the potential cost savings and revenue generation opportunities associated with using AI in
healthcare.

3 10, 12 Scholar, Health
Advocate

T29 Define and differentiate between big data and traditional data sets. 3 – Scholar

Application

A1 Analyze and interpret data, including AI model input and output, to inform decision-making. 1 4, 5, 8 Medical Expert, Scholar

A2 Integrate evidence from AI models into clinical decision-making practices in healthcare. 1 3, 4, 5 Medical Expert, Scholar

A3 Critically evaluate the integrity, reliability, and applicability of research on AI applications in healthcare. 1 10 Scholar, Professional

A4 Create research questions that are well-designed and specific to AI research. 2 10 Scholar

A5 Collect and manage data effectively for AI research. 2 10 Scholar

A6 Apply principles of data stewardship to ensure the quality and security of AI data. 2 10 Scholar, Professional

A7 Validate AI models using appropriate statistical methods to ensure their accuracy and reliability for
research purposes.

2 10 Scholar, Professional

A8 Use different functions and tools to visualize data in order to gain insights from it. 2 10 Scholar

A9 Preprocess data appropriately for AI research by cleaning, transforming, and selecting relevant features. 3 10 Scholar

A10 Evaluate and select appropriate algorithms for specific AI problems, based on their strengths and
limitations.

3 3, 4, 5,
8, 10

Scholar, Medical Expert

A11 Execute and interpret error analysis in machine learning and deep learning models. 3 3, 4, 5,
8, 10

Scholar, Medical Expert

Collaboration

C1 Develop strategies for establishing and maintaining positive relationships with colleagues involved in the
AI side of healthcare, such as data scientists.

1 7, 9 Collaborator, Leader

C2 Distinguish between the roles of a physician, other healthcare providers, and data scientists to promote
clear communication.

1 10 Collaborator,
Communicator

C3 Engage in shared decision-making with colleagues focused on the AI aspect of healthcare to promote
patient-centered care.

1 7, 8, 9 Collaborator,
Communicator

C4 Reflect on one’s own roles and limitations in the context of AI in healthcare, including ethical
considerations and potential biases, to promote responsible use of AI tools.

1 10 Professional,
Collaborator

C5 Identify opportunities for learning andself-improvementwith respect to one’sAI abilities, including training
programs and online resources, to ensure that one’s skills and knowledge remain up-to-date.

1 10 Scholar, Professional

C6 Identify, select, and navigate credible sources to learn about AI in healthcare, including peer-reviewed
publications, expert opinion, and government reports, to ensure that one is using accurate and reliable
information.

1 10 Scholar, Professional

C7 Explain the importance of patient inclusion when designing AI for healthcare to ensure that AI tools are
designed and implemented in a way that reflects the needs and values of the patient population.

1 10 Health Advocate,
Communicator
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UBC shifted results towards a higher exclusion rate, slightly lower inclusion
rate, and decrease in the undecided category. Removing other institutions
had a comparatively minor impact on inclusion, exclusion, and undecided
categories across all three rounds. A breakdown of results is available in
Supplementary Table 1.

Discussion
Overall, 77% (n = 82), of the AI curricular elements proposed were deemed
tobe important formedical students to knowhowtoproficiently useAI, and
77% (n = 63) of these included elements that reached consensus in the first
round. Thematically, non-technical elements quickly achieved consensus
for agreement in the first round. This included unanimous agreement for all
elements in ethics (11/11), communication (7/7), collaboration (7/7), and
quality improvement (6/6). This highlights the necessity for future physi-
cians to understand AI in a capacity that allows them to engage with it in a
safemanner to improve care forpatients and ensure transparency in the care
they provide. Furthermore, these broader themes already exist and are
taught in Canadian UGME, representing an avenue for integration rather
than curricular replacement.

The technical themes of theory and application were less decisively
included, with only 21/36 and 3/26 elements selected for each one,
respectively. The elements included focused on the validation of AI and its
strengths and limitations, likely guiding future physicians toward the proper
and judicious use of AI. One expert emphasized the importance of medical
students understanding the limitations of quantitative data, warning that
“the high volumetric quantitative data should not be used to devalue the
qualitative data, such as doctor–patient communication and relationship.”
In a similar view, training should include how to critically appraise AI
models for appropriate use in clinical scenarios, akin to evaluating rando-
mized controlled trials.

Regarding the application theme, which had the lowest number of
included elements in the first round, we postulate that this is due to the
increasing complexity and technicality of the knowledge that physicians
use daily. One expert emphasized this point, highlighting that the role of
the medical student is the delivery of medical knowledge, not pro-
gramming. Another expert concurred, adding clinicians should not “be
responsible for data collection, cleaning, pre-processing, and the AI
model training. These responsibilities deviate from the clinicians’
responsibility of caring for patients.” Programming and deep learning
skills suit engineers, while physicians should validate AI and interpret its
output. There will likely be a need for certain physicians to take on a
larger role with respect to AI innovation and integration, but the vast
majority will be using AI in their everyday practice8,18. This explains the
exclusion of specific data science techniques and undecided legal ele-
ments related to intellectual property.

With respect toour analysis looking at thedifference in ratings between
expert groups (MDs versus PhD), it was evident that there was no overall
difference in rating based on academic background, with all but three
comparisons being not statistically significant. This similarity may be
attributed to a broad consensus on core elements that are important,
underling the complementary expertise of both groups. Additionally, by
selecting Ph.D. researchers who have exposure to the medical field, we
ensured overlapping yet distinct perspectives. This result also points to the
importance of opinions from both practicing M.D.s and Ph.D. researchers,
suggesting that their combined insights can lead to a more comprehensive
and balanced curriculum.

The leave-one-institution-out showed a difference between included,
excluded, and undecided elements when UBC was included versus exclu-
ded, highlighting the effect of an increased number of experts from one
institution. However, due to the limited sample size, all experts were

Table 2 (continued) | Learning elements selected for inclusion, organized by core theme and round in which consensus was
achieved

Theme Element for inclusion Consen-
sus round

EPA CanMEDS role

Communication

Cm1 Predict and anticipate how patient interactions may change with the implementation of AI. 1 7 Communicator, Health
Advocate

Cm2 Develop effective communication strategies to disseminate AI-related knowledge and research to
colleagues in the healthcare industry.

1 7 Communicator, Scholar

Cm3 Develop patient-friendly materials to disseminate AI-related knowledge and research to patients. 1 5, 10, 12 Communicator, Health
Advocate

Cm4 Demonstrate empathetic communication skills when discussing the use of AI in patient care, including
patient-centered approaches that encourage patient trust and autonomy.

1 4, 5, 6, 7, 9,
10, 12

Communicator, Health
Advocate

Cm5 Manage disagreements and emotionally charged conversations related to AI effectively, including
techniques for de-escalation and conflict resolution.

1 7 Communicator,
Professional

Cm6 Collect and synthesize relevant information from patients and other sources for use in AI analysis. 1 7 Communicator, Scholar

Cm7 Appropriately interpret and document results from AI analyses for use in patient care and other healthcare
decision-making processes.

1 6, 7, 10 Communicator, Medical
Expert

Quality improvement

Q1 Evaluate patient feedback to identify areas of improvement for AI in healthcare. 1 10 Health Advocate,
Scholar

Q2 Propose solutions to improve the capability of AI in healthcare based on patient feedback and experience. 1 10 Health Advocate, Leader

Q3 Analyze current applications of AI in healthcare to identify areas for improvement. 1 10 Health Advocate,
Professional

Q4 Evaluate community health needs and propose solutions using AI to address these needs. 1 10, 12 Health Advocate, Leader

Q5 Integrate patient feedback into the development and implementation of AI in healthcare. 1 10, 12 Health Advocate,
Communicator

Q6 Apply principles of user-centered design to improve the user experience of AI in healthcare. 1 10, 12 Health Advocate,
Scholar

The Association of Faculties of Medicine of Canada’s entrustable professional activities (EPAs) and the CanMEDS roles are mapped for each included element.
A mapping to entrusted professional activities (EPAs) as well as to CanMEDS competency framework roles is included.
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included, which may have impacted the overall generalizability of our
curricular elements. This is further discussed in the paragraph on
limitations.

Although there are no formal existing AI curricula for UGME, there
have been efforts to supplement AI education for medical students and

residents outside of the curriculum. Lindqwister et al. presented an AI
curriculum for radiology residents with didactic sessions and journal clubs,
aligning with our elements on AI strengths and limitations (T9) and reg-
ulatory issues (E1) to ensure a balanced technical and ethical education19.
Hu et al. implemented an AI training curriculum for Canadian medical

Fig. 1 |Distribution of items by thematic priority inAI healthcare consensus.The
figure ranks key themes based on expert consensus, reflecting the proportional focus
on each theme relative to the total number of items agreed upon by the experts. The

pyramid visually emphasizes the hierarchy of thematic priorities, with ‘Theory’ at the
apex indicating the highest focus, while ‘Quality Improvement’ occupies the
broadest base, suggesting a foundational yet less prioritized theme.

Table 3 | Learning elements selected for exclusion, organized by core theme and round in which consensus was achieved

Theme Element for exclusion Consensus round

Theory

T29 Explain the basic structure and function of a computer, including the central processing unit, memory, and storage. 2

T30 Identify the different types of hardware components and their roles in computer operation. 2

T31 Evaluate the impact of hardware specifications on computer performance and application capabilities. 2

T32 Understand the fundamental concepts of programming, including data types, control structures, functions, and algorithms. 2

Application

A12 Apply programming concepts to build AI models, tools, and simple healthcare applications. 2

A13 Define gradient descent in machine learning models. 2

A14 Implement regularization techniques to reduce overfitting in models. 2

A15 Understand and apply backpropagation for deep learning models. 2

A16 Use kernels to transform data in machine learning and deep learning models. 2

A17 Understand and apply clustering techniques for unsupervised learning. 3

A18 Implement anomaly detection techniques for identifying outliers in data. 2

A19 Apply vectorization techniques to optimize code in machine learning and deep learning models using Python. 2

A20 Use TensorFlow to build and train deep learning models. 2
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undergraduates focusing on workshops and project feedback, aligning with
our inclusion of elements like applying AI models to clinical decision-
making (A2) and developing strategies to mitigate biases (E8)9. Krive et al.
Created a modular 4-week AI elective for fourth-year medical students,
primarily delivered online, aligningwith our elements of critical appraisal of
AI research/technology (A7, A13), clinical interpretation of results fromAI
tools (A11), developing strategies tomitigate bias (E8), and communicating
results to patients (COM3)20. As such, our study builds a framework for
medical educators and future research. The UGME curriculum prepares
students for generalist practice, covering physiology, anatomy, pathology,
diagnostics, therapeutics, clinical decision-making, consultations, and
counseling. There is little room for a drastic overhaul of UGME. The
University of Toronto’s UGME introduces fundamental AI concepts, dis-
cussingmachine learning,AI’s role inhealthcare, potential applications, and
ethical challenges; showinghowAI education canbe integrated intoUGME,
emphasizing core AI literacy and relevance inmedicine. Our study findings
help identify thatnuancedviewonwhich elements should and shouldnotbe
taught as agreed upon by experts.

The Delphi method, which relies on expert opinion, provided a robust
and iterative framework that allowed us to tailor the curriculum to these
specific needs, ensuring it is both comprehensive and practical for medical
students17. We also based our approach on similar studies that have suc-
cessfully used expert opinions to create or update curricula in medicine for
different subject areas, leveraging their structures to ensure our process was
thorough21–25.

In examining theUGMEstructure, there are several ways to includeAI
education without significantly impacting the existing curriculum. One
approach is to incorporate AI literature into the current biostatistics cur-
riculum, ensuring that students learn to critically appraise and validate AI
literature and tools. This integrationwould also expose students toAI topics
and new technologies. Additionally, incorporating AI into facilitator-led
case-based learning (CBL) and problem-based learning (PBL) sessions
would allow students to explore various AI tools and their impacts26–30.
These sessions could also provide opportunities to discuss AI ethics topics,
such as AI scribes, AI in clinical decision-making, AI policy, and novel AI
research. For example, the framework for responsible healthcare machine
learning could be discussed in these small groups to explore a simulated
process from problem formulation to envisioned deployment14. Further-
more, providing hands-on sessions with AI tools currently used in the
medical field during clinical rotations, such as point-of-care ultrasound
guidance usingAI31 or digital scribes for documentation32, can help students

improve their technical skills and understand the benefits and risks of these
tools. Inviting guest lecturers involved in AI and medicine to discuss the
salient principles of AI that medical students need to know and current
research in AI andmedicine would further enrich their learning experience.
Introducing annual modules on AI ethics or baseline knowledge, similar to
those required for other rotations,would ensure that students remain up-to-
date with the evolving field of AI. Encouraging students to engage in at least
oneAI-related researchproject during their 4 years ofmedical schoolwould
deepen their understanding of the subject matter. Additionally, it is
important to acknowledge that the integration of an AI curriculum should
be flexible and may need to be adapted to fit the specific educational fra-
meworks and resources available at different institutions.

Each included element has been mapped to the AFMC’s EPA and
CanMEDS roles to underscore the importance ofmedicalAI education.The
elements span nearly all EPAs and CanMEDS roles, demonstrating that AI
knowledgemeets several exit competencies and couldbe reasonably justified
for integration. Alternatively, as existing competencies are updated, specific
competencies with regard to select inclusion elements could be included.
Endorsement of AI education by a national governing body, supported by a
standardized AI curriculum, would encourage medical schools across
Canada to integrate AI education into UGME curricula, enhancing future
healthcare practitioners’ knowledge. As an initial set of suggestions, we
mapped each learning objective to potential implementation strategies in
Supplementary Table 2.

Our study faced several limitations. Selection bias was a concern using
non-probability purposive sampling; despite our efforts to include a diverse
and representative group of 106 individuals from across Canada, non-
participation could still lead to bias.We recognize that thismethod can lead
to systemic bias and possible over-representation of certain geographic
regions or institutes with more established AI programs, thus skewing the
curricular elements towards their perspectives. This was seen in our study,
with the largest number of experts being fromUBC (likely due to the study
being conducted by UBC) and a lower response rate from the Atlantic
region, Quebec, and the Prairies. The number of experts fromUBC resulted
in a significant influence on the number of included, excluded, and unde-
cided elements throughout the rounds. These limitations could have been
addressed by using random sampling techniques to ensure a more repre-
sentative sample. Additionally, expanding the pool of experts to a broader
range of geographic locations, nationally and internationally, and institu-
tions that may not havemedical schools, but other health-related programs
associated with them. A larger sample size would also allow for a better

Table 4 | Learning elements for which no consensus was achieved organized by core theme

Theme Elements not reaching consensus % Consensus to include or exclude

Legal

L12 List the key issues surrounding the intellectual property of AI. 54% in favor of inclusion.

L13 Analyze the implications of intellectual property issues related to the use of AI in healthcare. 69% in favor of inclusion.

L14 Apply appropriate strategies to protect and manage copyright issues when using AI in healthcare. 54% in favor of inclusion.

Theory

T33 Develop skills in programming languages commonly used in healthcare, such as Python and R. 62% in favor of exclusion.

T34 Identify and differentiate between different types of deep learning, including convolutional neural networks and
recurrent neural networks.

54% in favor of inclusion.

T35 Identify and differentiate between different types of models in deep learning, including autoencoders and generative
adversarial networks.

54% in favor of exclusion.

Application

A21 Standardize data to ensure consistency and comparability for AI research purposes. 69% in favor of inclusion.

A22 Develop and implement AI models for research purposes. 54% in favor of exclusion.

A23 Train AI models using appropriate techniques and algorithms, and fine-tune them as needed. 69% in favor of inclusion.

A24 Perform dimensionality reduction techniques such as PCA for feature selection and visualization. 62% in favor of exclusion.

A25 Use Keras to build and train deep learning models. 69% in favor of exclusion.

A26 Perform hyperparameter tuning to optimize model performance. 62% in favor of exclusion.
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investigation into the impact of heterogeneity of responses across centers, as
seen in Supplementary Table 1. The small sample size of 18 respondents
means that perhaps not all desired perspectives were included. The reasons
for dropout at each stay were not specifically elicited and may include time
constraints, lack of engagement, competing priorities, or insufficient
interest. Our expert inclusion criteria were restricted to M.D.s and Ph.D.s,
which may have further restricted the perspectives considered. Broadening
the inclusion criteria to include industry and non-university-affiliated
experts with relevant AI and medical education expertise could help
mitigate this.

Methods
Curricular element selection
Our team’s prior thematic analysis of a systematic review demonstrated six
key principles for successful AI implementation inmedical school curricula
using elements compiled from all included studies8. These principles are
categorized under ethics, theory and application, communication, colla-
boration, quality improvement, and perception and attitude. Briefly, (a)
ethics emphasizes data sharing regulations, privacy, and equity while
respecting patient rights; (b) theory and (c) application cover technical skills
from statistics to advanced machine learning; (d) communication aims to
facilitate understanding of AI tools among healthcare professionals and
patients; (e) collaboration highlightsmultidisciplinary teamwork for shared
decision-making and continuous learning in AI use; and (f) quality
improvement involves continuous analysis and adaptation of AI tools6,33–37.
Each of these principles contributes to a holistic AI curriculum, aiming to
develop physicians who can thoughtfully integrate AI into patient care. To
create the curricular elements, two reviewers (AG and NP) used the pre-
viously compiled elements from the thematic analysis to design 107 new
curricular elements using Bloom’s Taxonomy. These curricular elements
were validated by a third reviewer (RS) before consensus was reached
through iterative discussions and validation against existing literature
(Supplementary Table 2). A mapping of each learning objective to the
originally included study is included in Supplementary Table 2. In addition,
experts also provided suggested additions or concerns via open-text
responses at the end of each section.

Subject matter expert panel selection
In this study, we used purposive sampling to select 106 experts from a variety
of fields relevant to medical education and AI38. Three authors (A.G., C.K.,

N.P.) createda list of potential experts fromacrossCanada, identified through
major universities with accredited medical schools (www.afmc.ca/about/#
faculties). A top-down approach was taken to look through each university’s
faculties ofmedicine, science, and engineering, followed by departmental and
faculty lists, as well as associated speciality societies, research clusters, and
special interest groups. Special attention was given to selecting experts from
different universities, research clusters, and interest groups to avoid over-
representation. Once created, an additional author (RS) was involved in
iterating through the list to determine which experts met the inclusion cri-
teria. Experts were identified using current, publicly available information,
including but not limited to faculty web pages and departmental profiles.

The panel comprised professionals from diverse geographical regions
and healthcare systems, with qualifications frommedical doctorates (M.D.)
to doctorates inAI-relatedfields (Ph.D.). Our purposive sampling aimed for
diversity in education, medical speciality, geographic location, and institu-
tion type. The geographic disparity seen reflects the complex demands of
needing local medical AI expertise, which not all schools have.

The inclusion criteria for selecting experts were stringent and multi-
faceted, requiring candidates to meet at least four out of seven specific
conditions: (a) holding anM.D. or a Ph.D. in a relevant field andworking in
healthcare or computer science, (b) being involved in academic medicine,
(c) participating inmedical curriculumdevelopment, (d) having expertise in
medical education, (e) demonstrating leadership in AI and healthcare, (f)
producing significant publications in the field, or (g) managing large
research departments in AI and healthcare.

All chosenexperts provided informed consent for their participation in
the study,whichwas approved by theUniversity of BritishColumbia (UBC)
Research Ethics Board (H22-01695).

Consensus process
The Delphi study aimed to identify the key AI curriculum components for
medical education, employing a structured consensus process and multiple
rounds of questionnaires (19). The initial survey incorporated all 107 ele-
ments and was administered via Qualtrics (Seattle, WA, USA), ensuring
anonymity and iterative feedback.

As outlined in Fig. 2, betweenOctober 2023 andMay 2024, 106 experts
were invited by email to participate. In the first round, they provided
anonymized demographic data and rated curriculum elements on a 5-point
Likert scale, considering items for inclusion if 70% rated them 4 or 5 and for
exclusion if 70%rated them1or2.The70%thresholdwasbasedonprevious

Fig. 2 | This figure illustrates the inclusion and exclusion process of themes in a Delphi study conducted in three rounds. The figure shows the progression and decision
points for themes across the three rounds, highlighting the iterative nature of the Delphi method and the involvement of participants at each stage.
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Delphi studies used for curriculum development21–25. Experts could also
suggest any competencies they felt weremissing or provide their opinion on
the topic, through a comments section.

In the subsequent round, items without 70% consensus, and any new
competencies were re-evaluated. Feedback and interrater agreement scores
were provided to inform their decisions.A simplified 2-point scalewas used.
The final round allowed experts to decisively conclude on items still lacking
consensus, maintaining the 2-point scale to finalize the curriculum ele-
ments. This process ensured a rigorous evaluation guided by expert
consensus.

For each element selected for inclusion, was subsequently mapped to
one or several of the Association of Faculties of Medicine of Canada’s
entrustable professional activities (EPAs), representing the responsibilities
entrusted to a learner in an unsupervised setting39. Furthermore, each ele-
ment was also mapped to a Canadian Medical Education Directives for
Specialists (CanMEDS) role, a framework that details the necessary skills for
physicians to meet the needs of their patients (www.royalcollege.ca/en/
canmeds/canmeds-framework).

Data and statistical analysis
In round one, the responses for each curricular element on the 5-point
Likert scale were averaged, and the percentage agreement was calculated by
taking themaximal sum of votes that either favored exclusion (rated as 1 or
2), thatwas indifferent (rated as 3), or that favored inclusion (ratedas 4 or 5),
and dividing it by the total number of respondents. In rounds two and three,
the responses for each remaining curricular element on the 2-point Likert
scale were tallied. Percentage agreement was calculated by taking the
maximum value and dividing it by the total number of respondents. The
percentage agreement was returned to the experts in subsequent rounds to
inform them of the expert agreement on items that did not reach a
consensus.

Normality and homogeneity tests were performed for each curricular
element. The appropriate statistical test, either an unpaired t-test or a
Mann–Whitney test, was performed to compare the average ratings
betweenMDandnon-MDexperts.A leave-one-institution-out analysiswas
performed to identify if there was a significant difference between the
inclusion, exclusion, and undecided rates in each round.

Data availability
All data generated or analyzed during this study are included in this pub-
lished article.
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