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This paper presents a novel state-feedback robust sliding-mode controller (SFRSMC) based on a mixed 
H2/H∞ approach to enhance the control performance of hydraulic turbine governing systems (HTGS) 
with complex conduit systems under external load disturbances and control signal uncertainties. A 
state-space model incorporating the dynamic responses of the HTGS is developed. The SFRSMC is 
designed using the sliding-mode equivalent control principle, with a disturbance observer to estimate 
and mitigate unknown disturbances. To balance robustness and optimality, mixed H2/H∞ linear 
matrix inequalities (LMIs) are utilized to determine the critical performance sliding matrix via an 
auxiliary feedback control method. The effectiveness of the proposed control scheme is validated 
through time-domain simulations under various operating scenarios, including different parameter 
variations of the HTGS.

Hydropower, as a clean and sustainable energy source with excellent power storage and flexible regulation 
capabilities1, is essential in modern renewable energy-based power systems2. Hydropower generating units 
(HGUs) offer rapid start-up and shutdown, and flexible operating conditions, allowing them to track load 
changes and serve as backup power during grid emergencies3. Therefore, HGUs are vital for enhancing power 
system efficiency and maintaining grid safety and stability4.

The hydraulic turbine governing system (HTGS) is the core of the automatic operation of the HGU5. Besides, 
HTGS is essential for the safe and stable operation of the grid. The task of the HTGS is to maintain the unit’s 
speed at its rated value by constantly adjusting the HGU’s output power6. In addition, the HTGS also has the 
task of controlling the start-up and shutdown of the unit. It is important to note that the HTGS is a complex 
non-linear, time-varying non-minimum phase system integrating fluid, electrical and mechanical components7. 
Therefore, developing control strategies that improve control quality and provide strong robustness for HTGS is 
an important task in studying HGU8.

In the past, much work has been done on modeling and control strategies for HTGS. In terms of modeling, 
the HTGS consists of four main components: turbine, diversion pipe, electric generator, and governor9. In terms 
of the composition of the HTGS itself, each subsystem is usually non-linear, and it takes work to establish a 
mathematical model of the HTGS and its subsystems10. In practice, the modeling of HTGS is often necessary to 
simplify each mathematical model according to the working conditions required11. Recently, the modeling study 
of complex HTGS has been divided into two categories according to the system conditions: small-fluctuation 
and large-fluctuation. Small-fluctuation conditions are usually defined as minor disturbances in the system 
that can be maintained by the governor12. The modeling of systems under small fluctuation conditions can be 
described by a linearization method because the non-linear factors in the system are not activated. This method 
is simple, has a clear physical meaning, and meets specific industrial needs13. For HTGS, the transfer function 
of the mathematical model of the pressure diversion and the turbine system is usually described by a low-order 
Taylor series expansion of the flow or torque equation14. Therefore, the linearised model of the HTGS is often 
expressed as a linear matrix or transfer function. In large-fluctuating conditions, such as the opening and closing 
of the HGU, the system is usually brought into the specified operating state through a wide range of adjustments 
of the guide vane opening or other device action15. The modeling often takes complete account of the non-
linearities in each subsystem to construct a complete non-linear mathematical model of the HTGS16. Therefore, 
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one of the critical tasks of this paper is to develop a mathematical model of the HTGS with complex conduit 
system that is reasonable.

Advancements in automatic control theory have spurred the development of control strategies for HTGS 
to meet increasing performance and accuracy demands. Conventional PID control is widely used due to its 
simplicity and robustness17. However, its effectiveness is limited in complex systems, and PID parameters need 
to adapt to changes in model parameters. Consequently, PID is often combined with intelligent algorithms, 
leading to advanced tuning methods like mayfly optimization18, particle swarm optimization19, and artificial 
bee colony algorithms20. Despite these advancements, PID control struggles to meet all practical engineering 
demands due to varying field conditions. Thus, adopting advanced control strategies has garnered significant 
attention among HTGS researchers.

Many advanced control strategies have been applied to control HTGS, such as adaptive control, model 
predictive control (MPC), fuzzy control, and robust control. Adaptive control methods are typically driven 
by online detection and correction of data. They can be effectively corrected in real-time when external 
disturbances or un-modelled dynamics are in the controlled system to achieve the desired control requirements 
by tracking the trajectory21. This idea is used to improve the regulation system in22, and23. However, adaptive 
control design requires an iterative learning process, and with an effective learning process, the controller’s 
performance can be better. MPC is a new type of control strategy with the advantages of solid robustness and 
low model requirements24. In the field of HTGS, MPC has led to specific research results and has attracted 
the attention of relevant researchers. In25, HGU’s operation in real-time is presented, and a stochastic MPC 
algorithm operates with risk control capability. A nonlinear MPC for controlling variable speed hydropower 
plants is proposed in26. Xu et al. proposes an MPC combined with an adaptive fuzzy control strategy based on an 
error-compensated model to address the instability of HGU under low head no-load conditions. Experiments 
show that the controller is feasible under different conditions operating conditions27. The application of MPC 
to the HTGS achieves good control results. However, given the large number of calculations required for MPC 
and the poor real-time results, the MPC also has the disadvantage that precise system parameters are required 
to achieve the desired performance. Fuzzy control, as a control strategy based on fuzzy mathematics and fuzzy 
logic, has sound control effects in dealing with nonlinear dynamic problems such as time-varying parameters 
due to its insensitivity to changes in the parameters of the controlled object28. Many scholars have recently 
used fuzzy control in HTGS. Tian et al. considered the control time delay problem in HTGS and proposed to 
combine finite-time and fuzzy controllers. The study showed that the controller solved the control time delay 
existing in HTGS and had better performance compared to traditional PID controllers29. The literature30as well 
as31combines traditional fuzzy control and its use in HTGS with other intelligent control theories. However, 
the fuzzy control strategy requires extensive human experience in setting fuzzy rules. All the above work has 
contributed to studying advanced control strategies for HTGS. When there are uncertainties in the system, such 
as external disturbances or parameter uptake, robust control can provide effective control, ensuring the stability 
of the controlled object while giving it good dynamic quality32. The advantage is that there is no need to adjust 
the controller parameters online, which also ensures that the system has good control performance when the 
system changes within a certain range33. Therefore, many scholars have applied robust control strategies to the 
study of control laws of HTGS. In34, a robust controller is designed for a HTGS described by fuzzy nonlinearity. 
In35, a robust finite-time controller is designed for a fractional-order nonlinear HTGS, and good control results 
are obtained. The application of robust control strategies can improve the control quality of the HTGS. However, 
none of these works deal with handling control signals under uncertainty in the HTGS.

Sliding mode control (SMC), as one of the most important strategies in the field of nonlinear control, differs 
from conventional control in that it forces the system to change according to the current state and move by the 
predetermined sliding mode state36. SMC is easy to implement with high robustness37. In38, a sliding mode fault-
tolerant tracking control method for HTGS is developed based on a nonlinear disturbance observer and back-
stepping techniques. In39, the authors design a global fast terminal SMC for an HTGS with an actuator dead zone. 
However, these methods need to discuss where the control signal fails. Furthermore, the mathematical models 
discussed need to reflect the state characteristics of the hydraulic system, which is undesirable for applications 
in HTGS.

As a crucial component of future power systems, HTGS play a significant role in maintaining optimal 
regulation and control performance, even in the presence of uncertainties in the control signal and a multitude 
of random load disturbance40. However, further research is needed to address the specific challenges posed by 
HTGS with uncertain control signals. To fill this research gap, this paper introduces a novel approach called state 
feedback robust sliding mode control (SFRSMC) based on a mixed H2/H∞ methodology for controlling HTGS. 
The proposed controller offers several notable advantages. Firstly, it effectively handles the uncertainty in the 
control signal of HTGS by utilizing SMC, a robust control technique capable of mitigating internal disturbances 
and unmodeled dynamics. This fault-tolerant characteristic is crucial for ensuring reliable regulation and control 
performance. Secondly, the proposed controller exhibits excellent immunity to external disturbances and 
achieves optimal control performance. This is achieved by incorporating the mixed H2/H∞ control approach 
into SFRSMC using linear matrix inequalities (LMIs). While traditional H2control methods are widely used for 
optimizing control system performance, they often lack robustness against external disturbances and variations 
in system parameters41. Conversely, H∞control methods tend to be overly conservative, trading off other aspects 
of system performance to address uncertainty in system parameters42. By combining the strengths of both 
approaches, the mixed H2/H∞control allows for robustness and optimal performance integration within the 
controller. Since its introduction43, researchers have explored various applications of this control method44. As 
a result, the proposed SFRSMC based on the mixed H2/H∞ approach achieves a remarkable balance between 
optimal transient performance and robustness against control uncertainties and external disturbances. The main 
novelties and contributions of this paper can be categorized as follows:
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	– A novel state-space differential equation model reflecting the full hydro-mechanical-electrical state of a 
HTGS is developed;

	– A SFRSMC based on the H2/H∞ method is proposed;
	– Damping the state oscillations against disturbances and uncertainties;
	– Excellent damping efficiency, especially low overshoot, steady-state error, and settling time;
	– Various scenarios verify the advantages of the proposed method.The rest of the paper is structured as fol-

lows. Section 2 presents a mathematical model described by state-space for the HTGS with complex conduit 
system. A novel SFRSMC based on the mixed H2/H∞ method is proposed in Section 3. Section 4 presents 
the simulation analysis. Finally, the main conclusions of this paper and future works are summarized and 
prospected in section 5.

Mathematical modeling of HTGS
The structure of a typical HGU is shown in Fig. 1. The HTGS with complex conduit system consists of components 
such as the upstream reservoir, the diversion tunnel, the upstream surge tank, the pressure steel penstock, the 
turbine, the draft tube, the downstream surge tank, the tailrace tunnel, and the downstream reservoir. Therefore, 
the HTGS is a complex hydro-mechanical-electric coupled system consisting of a turbine and a generation. This 
section describes the mathematical modeling methods for each link of the HTGS system and the system’s state 
space differential equation model.

Pipeline modeling
It is generally accepted that in the case of small fluctuations in the regulation system, the rigid water hammer 
model can be used to meet the engineering error requirements45. Fig. 2 shows the modeled pipe object. According 

Fig. 2.  Diagram of pipeline and surge tank.

 

Fig. 1.  Schematic diagram of typical HGU structure.
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to the rigid water hammer theory, the water strike pressure wave propagates instantaneously throughout the 
pressure diversion pipe, and the change in water level at the end of the pipe can be described as:

	
∆Hp = −

(
Lp

gAp
Q̇p + CpQ2

p

)
� (1)

where CpQ2
p is the pipeline loss; ∆Hp is the water level deviation at the end of the pipeline; Qp is the flow in the 

pipeline; Lp is the length of the pipeline; Ap is the cross-sectional area of the pipeline; and g is the acceleration 
of gravity.

Linearizing Eq. (1) around the steady state flow value Q0, then one obtains

	
∆Hp = −

(
Lp

gAp
∆Q̇p + 2CpQ0∆Qp

)
� (2)

Next, taking the relative value of Eq. (2) obtains

	
q̇p = − 1

Tw
(hp + hpf )� (3)

where Tw = (LpQ0)/(gApH0) is the water hammer time constant of pipeline; hpf = 2CpQ2
0 is the relative 

value of the pipeline loss; hp = ∆Hp/H0 is the relative water level deviation of the pipeline; qp = ∆Qp/Q0 is 
the relative flow deviation of the pipeline.

Surge tank modeling
Fig. 2 shows the modeled object surge tank. The following differential equation can describe the dynamic 
equation for a surge tank:

	
∆Hs = 1

As

∫
∆Qsdt� (4)

where ∆Hs is the water level deviation of surge tank; ∆Qs is the flow deviation of surge tank; and As is the 
cross-sectional area of the surge tank.

Similarly, taking the relative value of Eq. (4) obtain:

	
hs = 1

Ts

∫
qsdt� (5)

where Ts = (AsH0)/(Q0) is the time constant of the surge tank; qs = ∆Qs/Q0 is the relative flow deviation 
of the surge tank; hs = ∆Hs/H0 is the relative water level deviation of the surge tank.

Integral pipeline model
As shown in Fig. 1, the diversion tunnel connects the upper reservoir of the HGU to the upstream surge tank. 
Using Eq. (3), the dynamic relationship of the diversion tunnel is described by the following mathematical model:

	
q̇1 = − 1

Tw1
(h1 + hf1)� (6)

where Tw1 is the time constant of the diversion tunnel; h1 is the relative water level deviation of the diversion 
tunnel; q1 is the relative flow deviation of the diversion tunnel; hf1 is the relative head loss of the diversion 
tunnel.

The upstream surge tank is located upstream of the HGU, which plays a role in reducing the negative response 
of the diversion tunnel water hammer; the downstream surge tank is located downstream of the HGU, which 
reduces the negative response of the tailrace tunnel water hammer. The dynamic response of the upstream surge 
tank can be described by the mathematical model of the differential equation derived from Eq. (5) as:

	
ḣ2 = 1

Tj2
q2� (7)

where Tj2 is the time constant of the upstream surge tank; h2 is the relative water level deviation of the upstream 
surge tank; q2 the relative flow deviation of the upstream surge tank.

Similarly, a mathematical model of the dynamic response of the downstream surge tank dynamics can be 
described as:
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ḣ4 = 1

Tj4
q4� (8)

where Tj4 is the time constant of the downstream surge tank; h4 is the relative water level deviation of the 
downstream surge tank; q4 the relative flow deviation of the downstream surge tank.

As shown in Fig. 1, the penstock connects the surge tank of the upper reservoir to the turbine, the spiral case 
inlet, and the draft tube connects the turbine flow outlet to the surge tank of the lower reservoir. Compared to 
the entire piping system of the HGU, the length of the penstock and the draft tube is relatively short. Therefore, 
when the HGU is in turbine operation, the dynamic processes of the penstock and the draft tube are unified into 
one model and described by the differential equation as:

	
q̇3 = − 1

Tw3
(h3 + hf3)� (9)

where Tw3 is the sum of the time constants of the penstock and the draft tube; q3 is the relative flow deviation of 
the pipe; q3 is the relative water level deviation of the pipe; hf3 is the relative head loss of the pipe.

The tailrace tunnel connects the surge tank of lower reservoir to the downstream reservoir and its dynamic 
response is described by the differential equation:

	
q̇5 = − 1

Tw5
(h5 + hf5)� (10)

where Tw5 is the time constant of the tailrace tunnel; h5 is the relative water level deviation of the tailrace tunnel; 
q5 the relative flow deviation of the tailrace tunnel; hf5 is the relative head loss of the tailrace tunnel.

Based on the structure of the HGU depicted in Fig. 1, the following equation for the flow at the connection in the 
surge tanks of the lower/upper reservoir can be obtained from the continuity of fluid:

	

{
q2 =q1 − q3

q4 =q3 − q5
� (11)

Hydraulic turbine modeling
When the HGU is in rated operating condition, the relative head deviation of the turbine ht is the sum of the 
relative water level deviation in the downstream surge tank h4 and the relative water level deviation of the 
tailrace tunnel h5. Similarly, from the fluid continuity it is known that the relative flow deviation of the turbine 
qt is equal to the relative flow deviation of the tailrace tunnel q5, which can be described by the mathematical 
expression:

	

{
ht =h4 + h5

qt =q5
� (12)

In addition, the small signal model for the turbine relative torque deviation mt and the relative flow deviation qt 
when the HGU is operating in the generation direction can be expressed as:

	

{
mt = eyy + exx + ehht

qt = eqyy + eqxx + eqhht
� (13)

where y is the relative value deviation of the guide vane opening; ey, ex, eh are the first order derivatives of 
the mechanical torque to the guide vane opening, speed and head, respectively; eqy, eqx, eqh are the first order 
derivatives of the flow rate to the opening, speed and head, respectively; when the unit is operating in the power 
generation, the effect of the variation of the hydraulic turbine speed on the flow rate is small, that is eqx ≈ 0.

Remaining components modeling
In the study of HTGS, the synchronous generator model is reduced to a first-order inertia link characterizing the 
rigid motion of the rotor shaft, which can be expressed as:

	
ẋ = 1

Ta
(mt − mg0 − egx)� (14)

where mg0  is the relative value of load deviation; Ta is the time constant of the the synchronous generator; eg  is 
the load self-regulation factor of the synchronous generator.

The servo-mechanism of the HTGS uses a first-order inertial link whose transfer function is shown as:

	
ẏ = − 1

Ty
y + 1

Ty
u� (15)
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where Ty  is the time constant of the servo-mechanism system; y is the time constant of servo-mechanism; u is 
the control signal output from the controller.

Overall modeling of HTGS
After thoroughly analyzing the HTGS system, it becomes evident that its operation can be delineated into 
three distinct and interconnected parts, each playing a vital role in its overall functionality and performance. 
Part I encompasses the governor, which consists of the controller and the servo-mechanism. Acting as the 
regulatory hub, the governor oversees the system’s dynamic balance. It facilitates precise control by continuously 
monitoring and adjusting the system’s response based on the measured outputs. Part II comprises the turbine and 
the hydraulic system, which incorporates upstream and downstream surge tanks. These essential components 
form the backbone of the HTGS, which is responsible for effectively managing fluid flow and pressure. The 
turbine actively adjusts its operating conditions to meet the demand for power generation. At the same time, 
the hydraulic system, including the surge tanks, aids in maintaining the stability of the system by mitigating 
pressure fluctuations. Together, they provide a robust and reliable infrastructure that enables the HTGS system 
to respond promptly and efficiently to varying load demands, ensuring a consistent power output. Lastly, Part III 
encompasses the model of the generation, which is discussed earlier.

Consequently, to mathematically describe the HTGS system as a set of linear state-space differential 
equations, it is necessary to identify and select the pertinent physical state quantities that can be measured and 
tracked in real time. This paper selecte state variables include x, y, q1, h2, q5, h4, and h3. Each of these quantities 
plays a specific role in understanding the dynamics of the HTGS under operating conditions. Therefore, the 
HTGS model in the form of a state differential is

	 Ẋ = AX + Buu + Bdmg0� (16)

where the state vector X , the coefficient matrix A, Bu, and Bd are defined as follows:

X = [ xint y x q1 h2 q5 h4 h3 ]T ;
Bu = [ 0 e1 0 0 0 0 0 0 ]T ;
Bd = [ 0 0 d1 0 0 0 0 0 ];

A =




0 bp 1 0 0 0 0 0
0 c22 0 0 0 0 0 0
0 c12 c11 0 0 c15 0 0
0 0 0 c33 c34 0 0 0
0 0 c41 c43 c44 0 c46 c47
0 0 0 0 0 c55 c56 0
0 c62 0 0 c64 c65 c66 c67
0 c72 0 c73 c74 c75 c76 c77




. 

where xint =
∫

(x + bpy)dt. For the matrices A, Bu and Bd the internal parameters are defined as follows: 
d1 = − 1

Ta
, e1 = 1

Ty
, c11 = − en

Ta
, c12 = ey

Ta
− eheqy

eqhTa
, c15 = eh

eqhTa
, c22 = − 1

Ty
, c33 = − hf1

Tw1
, c34 = − 1

Tw1

, c41 = − eqy

Tj2
, c43 = 1

Tj2
, c44 = − eqh

Tj2
, c46 = eqh

Tj2
, c47 = − eqh

Tj2
, c55 = − hf5

Tw5
, c56 = − 1

Tw5
, c62 = eqy

Tj4

, c64 = eqh

Tj4
, c65 = − 1

Tj4
, c66 = − eqh

Tj4
, c67 = eqh

Tj4
, c72 = eqy

eqhTy
+ eqh

Tj2
− eqy

Tj4
− hf3eqy

eqhTw3
, c73 = 1

Tj2
, 

c74 = eqh

Tj2
− eqh

Tj4
− hf3

Tw3
, c75 = − 1

Tj4
, c76 = eqh

Tj2
− eqh

Tj4
+ hf3

Tw3
, and c77 = eqh

Tj2
− eqh

Tj4
− 1−eqhhf3

eqhTw3
.

The frequent regulation of HTGS often leads to various degrees of deterioration in its performance. When 
non-extreme faults occur, the HTGS exhibits insufficient regulation control, resulting in uncertainty and 
disturbances in the output signal of the controller. To address these challenges, this model represents the 
dynamic behavior of the system using state space differential equations, considering both the uncertainty in the 
controller’s output signal ∆u and external input disturbances d = mg0. The modified dynamic system can be 
expressed as follows:

	 Ẋ = AX + Bu(u + ∆u) + Bdd� (17)

where X ∈ R8×1 represents the state variable, A ∈ R8×8 is the system matrix, and Bu ∈ R8×1 and Bd ∈ R8×1 
are the matrices for the system control input and perturbation input, respectively. The system is subject to 
constraints, such that |∆u| ≤ δu, where δu represents the allowable range of uncertainty in the controller’s 
output signal.

By introducing this modified dynamic model, we aim to improve the regulation performance of the HTGS and 
address the issues related to uncertainties and disturbances in the control process. This enhanced model allows 
us to gain a better understanding of the system’s behavior and devise more effective control strategies for stable 
and reliable operation.
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Design of state-feedback robust sliding-mode controller for HTGS
Design process of the controller
The HTGS model considering the control signal uncertainty of the dynamic system as well as external input 
disturbances is described by Eq. (17). This paper combines equivalent-based SMC theory and auxiliary feedback-
based SMC analysis to design a SFRSMC in HTGS.

In this paper, we introduce the concept of the sliding surface S  for the HTGS. The sliding surface is associated 
with the system state vector X  and is defined as follows:

	 S = BT
u PX � (18)

where BT
u  represents the transpose of the control input matrix, and P  is a positive definite matrix. The choice 

of the positive definite matrix P  is critical for achieving the necessary control properties in the HTGS.

By rationally designing the sliding matrix P , we can ensure that the sliding surface S  exhibits desirable 
behavior, leading to effective regulation and stabilization of the HGU. The ultimate goal is to achieve S → 0 
as the system state vector X  converges to the desired state, thereby ensuring proper regulation and stability in 
the HTGS.

For the HTGS, the mathematical expression of the SFRSMC designed in this paper can be described as:

	 u = ueq + un� (19)

where ueq  is the equivalent-based control law; un is the robust control law.

According to the equivalent control principle, and by taking ∆u = 0, we can obtain from Eq. (16) and Ṡ = 0 
the following expressions:

	

Ṡ =BT
u PẊ

=BT
u P (AX + Buu + Bdd) = 0

� (20)

Consequently, the equivalent-based control law ueq  can be determined as follows:

	 ueq = −
(
BT

u PBu

)−1
BT

u P(Bdd + AX )� (21)

Furthermore, according to the design principle of SMC, to ensure that SṠ ≤ 0, the robust control law un in the 
controller output u is defined as follows:

	 un = −
(
BT

u PBu

)−1 [∣∣BT
u PBu

∣∣ δu + ε0
]

sgn(S )� (22)

where ε0 is the switching gain; sgn(∗) is the symbolic function.

Next, the dynamics of the sliding surface S  is analysed by the Lyapunov’s stability theorem, and the Lyapunov 
function is chosen as:

	
V S = 1

2S 2� (23)

The derivative of the sliding surface S  is obtained:

	

Ṡ = BT
u PẊ = BT

u P {AX + Bu(u + ∆u) + Bdd}
= BT

u PAX + BT
u PBu(u + ∆u) + BT

u PBdd

= BT
u PAX + BT

u PBuu + BT
u PBu∆u + BT

u PBdd

= BT
u PAX + BT

u PBu

{
−

(
BT

u PBu

)−1
BT

u P (Bdd + AX )

−
(
BT

u PBu

)−1 [∣∣BT
u PBu

∣∣ δu + ε0
]

sgn(S )
}

+ BT
u PBu∆u + BT

u PBdd

= BT
u PAX +

{
−BT

u P
(
Bdd̂ + AX

)
−

[∣∣BT
u PBu

∣∣ δu + ε0
]

sgn(S )
}

+ BT
u PBu∆u + BT

u PBdd

= −
[∣∣BT

u PBu

∣∣ δu + ε0
]

sgn(S ) + BT
u PBu∆u

� (24)

Then, the derivative of the Lyapunov function V S  defined by Eq. (23) is obtained:
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V̇ S =S Ṡ

= −
[∣∣BT

u PBu

∣∣ δu + ε0
]

|S| + BT
u PBu∆u

≤ − ε0|S |
≤0

� (25)

According to Lyapunov’s stability theorem, when V̇ S ≤ −ε0|S |, when t → ∞, it is possible to make S → 0.

In conclusion, the mathematical expression of the SFRSMC for the HTGS is obtained by combining Eq. (21) 
and Eq. (22):

	

u =ueq + un

= −
(
BT

u PBu

)−1 {
BT

u P(Bdd + AX ) +
[∣∣BT

u PBu

∣∣ δu + ε0
]

sgn(S )
}� (26)

In this expression, a combination of terms determines the control input u. The first part is derived from the 
equivalent-based control law ueq . This term ensures that the control law steers the system toward the desired 
sliding surface and tracks the reference state. The second part un incorporates the sliding-mode robust control 
aspect of the SFRSMC strategy. It introduces a sliding mode approach to enhance robustness against uncertainties 
and disturbances in the HTGS. The final control law given by Eq. (26) provides a practical and robust approach 
for regulating the HGU and achieving stability and precise control in the HTGS operation.

SMC analysis of auxiliary feedback-based
The above analysis shows that the design of the symmetric positive definite matrix P  has a decisive influence on 
the control performance of state feedback. In this paper, we refer to? for the design idea of SMC analysis based 
on auxiliary feedback. Based on this idea, we innovatively introduce the mixed H2/H∞ LMI to design the 
silding matrix P  so that the controller has optimal regulation and the best robustness performance. First, the 
mathematical expression of the controller is rewritten as:

	 u = KX + υ� (27)

where υ = −KX + ueq + un.

After incorporating the rewritten controller given by Eq. (27) into the state-space equations described by Eq. 
(17), the closed-loop system is obtained as follows:

	 Ẋ =(A + BuK)X + Σdd∗ � (28)

where Σd = [ Bu Bd ]; d∗ =
[

υ + ∆u
d

]
.

For the dynamical system described by Eq. (28), two sets of control performance output vectors are added, one 
for the H2 control performance output vector and one for the H∞ control performance output vector, to obtain 
the following augmented dynamical system:

	

{
Ẋ = (A + BuK)X + Σdd∗

Z∞ = (C∞ + D∞1K)X + D∞2d∗

Z2 = (C2 + D2K)X
� (29)

where Z2 ∈ R9×1, Z∞ ∈ R9×1 are the H2 and H∞ control performance output vectors, respectively.

In this augmented system, we have two control performance output vectors Z2 and Z∞, which are influenced 
by the matrix C∞, D∞1, D∞2, C2 and D2, respectively. The augmented dynamical system, described by Eq. 
(29), allows us to analyze and design the controller based on different control performance criteria, specifically, 
H2 and H∞ control performance, providing a comprehensive framework for controlling and optimizing the 
HTGS concerning these performance objectives. In this paper, the weighting matrix C∞, D∞1, D∞2, C2, and 
D2 in Eq. (29) is defined as:

	




C∞ =
[

Q∞
0

]

D∞1 =
[ 0

R∞

]

C2 =
[

R∞
0

]

D2 =
[ 0

R2

]

D∞2 = 0

� (30)
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These matrices C∞ ∈ R9×8 , D∞ ∈ R9×1, C2 ∈ R9×8, and D2 ∈ R9×1 are the systematic coefficient matrices 
of the appropriate dimensions; it should be noted that Q∞, R∞, R∞, Q2, and R2 are defined in this paper as:

	

{
Q∞ = Q2 = diag(q1, · · · , q8)
R∞ = R2 = r

� (31)

where qi ≥0 (i = 1, · · · , 8) and r are the weighting factors.

According to the sliding surface S = BT
u PX  defined in this paper, the matrix P  mainly serves to organize 

and fuse the state feedback information of the controlled object. Based on this idea, this paper defines the 
relationship between the state feedback matrix K  and the positive definite matrix P  in (28) as K = W P . The 
matrix P  is solved by designing a suitable matrix K  such that the controlled object described by Eq. (28) has 
mixed H2/H∞ control performance. The mixed H2/H∞ control performance requires that the closed-loop 
system meets the following performance:

1) H∞ robustess performance, the closed-loop transfer function G̃z∞d∗ (s) from d∗ to Z∞ satisfies:

	

∥∥∥G̃z∞d∗ (s)
∥∥∥

∞
< γ∞� (32)

The H∞ performance by a feedback gain matrix K∞ = W ∞P∞ is achieved if and only if the matrices W ∞ 
and P∞ exist and the following LMI is satisfied:

	

[
⟨AP−1

∞ + BuW ∞⟩s Σd

(
C∞P−1

∞ + D∞1W ∞
)T

⋆ −γ∞I DT
∞2

⋆ ⋆ −γ∞I

]
< 0� (33)

where ⟨∗⟩s = (∗) + (∗)T .

2) H2 dynamic response performance, the closed-loop transfer function G̃z2d∗ (s) from d∗ to Z2 satisfies:

	

∥∥∥G̃z2d∗ (s)
∥∥∥

2
< γ2� (34)

The H∞ performance by a feedback gain matrix K2 = W 2P2 is achieved if and only if the matrices W 2, P2
, and Q exist and the following LMI is satisfied:

	




[
⟨AP−1

2 + BuW 2⟩s Σd

⋆ −I

]
< 0[

−Q C2P−1
2 + D2W 2

⋆ −P−1
2

]
< 0

tr(Q) < γ2
2 .

� (35)

where tr(N) is the trace of matrix N .

For convenience, let us set P∞ = P2 ≜ P  and W ∞ = W 2 ≜ W . The closed-loop feedback gain matrix by 
K = W P  that simultaneously satisfies the performance required by stability, H∞ robustness performance, 
and H2 dynamic response, which has a solution if there exist sliding mode surface matrix P , a symmetric 
matrice Q and a matrix W , satisfying:

	





min ζ2γ2 + ζ∞γ∞

s.t.




[
⟨AP−1 + BuW ⟩s Σd

(
C∞P−1 + D∞1W

)T

⋆ −γ∞I DT
∞2

⋆ ⋆ −γ∞I

]
< 0

[
⟨AP−1 + BuW ⟩s Σd

⋆ −I

]
< 0[

−Q C2P−1 + D2W
⋆ −P−1

]
< 0

√
tr(Q) < γ2

� (36)

where ζ2 > 0 and ζ∞ > 0 are the weighting factors.

Perturbation observer for SFRSMC
It is not possible to construct a controller directly using Eq. (26) because the equivalent-based control law ueq  
described by Eq. (26) has a composite unknown disturbance term d. It should be noted that if the complex 
unknown disturbance term d is removed and the controller is constructed by selecting a large enough switching 
gain to cancel the effect of the complex unknown disturbance term d, which leads to two problems:
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	– The controller can only withstand a limited number of control inputs due to practical constraints;
	– The discontinuity of the control inputs will cause high-frequency jitter in the system, which is not conducive 

to the stability of the system.Therefore, the magnitude of the unknown composite disturbance d needs to be 
estimated by the disturbance observer and feedback to the controller to actively reduce the impact of the un-
known composite disturbance on the system, thus improving the robustness of the controlled system. There-
fore, accurate reconstruction of the composite unknown disturbance d is the key to achieving the excellent 
performance of the controller.

When the perturbation term changes slowly, it can be assumed that ḋ = 0 is satisfied, then the conventional 
perturbation observer can be designed as:

	
˙̂

d = −Lo(Bdd̂ − Bdd)� (37)

where d̂ is an estimate of the external disturbance d to the system, and Lo is the disturbance observer gain.

To enhance the robustness of the system, the error compensation term sgn(d̂ − d) is introduced and the 
perturbation observer can be designed as:

	
˙̂

d = −LoBdd̂ − Lo

(
AX + Buu − Ẋ

)
− Lo sgn(d̂ − d)� (38)

From Eqs. (37) and (38) the error ed = d̂ − d dynamics equation for the perturbed observer can be expressed as:

	 ėd + LoBded + Lo sgn(d̂ − d) = 0� (39)

As the derivatives of the state variables in Eq. (38) cannot be measured directly, finding the derivatives would 
amplify the noise of the state variables and affect the effectiveness of the observer. Therefore, a perturbation 
observer designed with the help of intermediate auxiliary variable z = d̂ − LoX  is proposed as:

	
˙̂

d − LoẊ = −LoBdd̂ − Lo (AX + Buu) − Lo sgn (ed)� (40)

The improved expression for the perturbation observer is then obtained by deriving the intermediate auxiliary 
variable z = d̂ as:

	

{
ż = −LoBd(z + LoX) − Lo (AX + Buu) − Lo sgn (ed)
d̂ = z + LoX

� (41)

Eq. (41) shows that with the help of the intermediate variable z, the perturbation observer does not need to 
calculate the state variable differentiation and does not cause noise amplification during the observation process, 
which is easy to implement in engineering.

Proof: To demonstrate the asymptotic convergence of the observation error ed to 0 when the observer gain 
L > 0, we choose the following Lyapunov function:

	
V ob = 1

2e2
d� (42)

Taking the time derivative of Eq. (42), we have:

	

V̇ ob = edėd

= ed (−Loed − Lo sgn (ed))
= −Loe2

d − Lo |ed| < 0
� (43)

From Eq. (43), it can be seen that when the observer gains matrix Lo > 0, the designed observer is stable.

In summary, by selecting a positive observer gain matrix Lo, the observation error ed will converge asymptotically 
to 0, confirming the stability of the designed perturbation observer described by Eq. (41). This stability property 
ensures accurate reconstruction of the composite unknown disturbance d, contributing to the overall robustness 
and excellent performance of the controller for the HTGS system.

When the system is modeled with high uncertainty and disturbances, the gain of the switching term needs 
to be large, and this causes large jitter. To prevent jitter, the saturation function sat(∗) is used instead of the 
symbolic function sgn(∗) in the controller in this paper.

	
sat(∗) =

{
1 ∗ > ∆b

1/∆ · ∗ |∗| ⩽ ∆b

−1 ∗ < −∆b

� (44)

where ∆b is the boundary layer thickness.
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The saturation function described by Eq. (44) enables the SFRSMC to use switching control outside the boundary 
layer and feedback control inside the boundary layer. Therefore SFRSMC makes the control state of the system 
stabilize quickly during control and reduces jitter during sliding mode switching.

Numerical study
Simulation parameters
In this section, a simulation of the control process of the unit load variation under generation conditions is 
presented to verify the advancedness of the control strategy proposed in this paper. It should be noted that the 
scope of this paper is to study the SFRSMC of a HTGS. Therefore, only the operation of a single tube and single 
machine structure of a HTGS is discussed. Our discussion is limited to this specific configuration. During the 
simulation, we utilize specific simulation coefficients corresponding to the rated states of the HTGS. As detailed 
in Table 1, these simulation coefficients serve as crucial reference parameters for the simulation process.

To verify the advancedness of the developed control strategy, a fair comparison of the PID controller, H2 
robust controller, H∞ robust controller, and the proposed controller is carried out on the HTGS. 

	1)	� PID controller: This paper uses a typical PID controller, which can be described mathematically as: 
Gpid(s) = Kp + Kis

−1 + Kds. The parameters Kp, Ki, and Kd were thoroughly selected and adjusted to 
the performance requirements using the control system design tool in MATLAB. This paper sets these three 
parameters to 16.090, 12.230, and 3.653, respectively.

	2)	� H2 robust controller: The design problem of this controller is to build an optimal state feedback con-
troller for the system to minimize the level of attenuation from the disturbance to the output. The feed-
back matrix in the state feedback controller of the H2 optimal robust controller designed in this paper is 
K∗

2 = −[316.23, 11.224, 377.30, 0.0243, 0.0290, 38.966, 5.7740, 3.2338].
	3)	� H∞ robust controller: This controller is designed similarly to the H2 robust controller. The optimal state feed-

back controller to minimize the level of attenuation from the disturbance to the output is ∥Gz∞w(s)∥∞ < γ∞
. The feedback matrix in the state feedback controller of the H∞ optimal robust controller designed in this 
paper is K∗

∞ = −[68.1740, 0.2777, 57.6684, 0.0011, −0.0023, 5.0093, 2.9551, −0.6490].
	4)	� The proposed controller: The relevant control parameters are: δu = 0.3, ε0 = 0.15, and ∆b = 0.05. The 

disturbance observer gain matrix Lo is 
[

0 0 1 × 103 0 0 0 0 0
]

. The weight coefficients in 
Eq. (31) are q1 = 1 × 103, q2 = 1 × 10−3, q3 = 1 × 103, q4 = 1 × 10−3, q5 = 1 × 10−3, q6 = 1 × 10−3

, q7 = 1 × 10−3, q8 = 1 × 10−3, and r = 1 × 10−3. The, The sliding matrix P  can be obtained by design-
ing suitable weighting coefficients and calculating the LMI shown in Eq. (45) as: 

	 P = [ P11 P12 ]� (45)

where the matrix P11 and P12 are shown below:

Parameter Value

Tj2(Time constant of upstream surge tank) 475.948(s)

Tj4(Time constant of downstream surge tank) 2500(s)

Tw1(Time constant of diversion tunnel) 3.220(s)

hf1(Relative head loss of diversion tunnel) 0.026

Tw3(Sum of the time constants of penstock and draft tube) 0.82(s)

hf3(Relative head loss of the pipe) 0.010

Tw5(Time constant of tailrace tunnel) 0.26(s)

hf5(Relative head loss of tailrace tunnel) 0.015

Ty(Time constant of servo-mechanism system) 0.2(s)

Ta(Time constant of synchronous generator-motor) 8.5(s)

ex, eh, ey(Transfer coefficients of turbine) −1.000,1.500,1.000

eqh, eqy, eqx(Transfer coefficients of turbine) 0.5,1.000,0

eg(Self-regulation factor of synchronous generator-motor) 0.210

Table 1.  Parameters of the considered HTGS.

 

Scientific Reports |        (2024) 14:29083 11| https://doi.org/10.1038/s41598-024-79493-x

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


	

P11 =




2.0609 × 106 −7.6361 1.4238 × 104 −1.8588 × 10−5

−7.6361 0.0041 −4.7084 −1.4831 × 10−9

1.4238 × 104 −4.7084 8.7709 × 103 4.6167 × 10−6

−1.8588 × 10−5 −1.4831 × 10−9 4.6167 × 10−6 9.6625 × 10−5

−2.4582 × 10−4 −5.4164 × 10−8 1.9225 × 10−4 6.8521 × 10−5

11.4534 −0.0061 7.0622 3.9805 × 10−5

0.0075 1.3517 × 10−5 0.0623 0.0017
2.7430 × 10−4 −1.4940 × 10−7 2.4787 × 10−4 1.0711 × 10−7




P12 =




−2.4582 × 10−4 11.4534 0.0075 2.7430 × 10−4

−5.4164 × 10−8 −0.0061 1.3517 × 10−5 −1.4940 × 10−7

1.9225 × 10−4 7.0622 0.0623 2.4787 × 10−4

6.8521 × 10−5 3.9805 × 10−5 0.0017 1.0711 × 10−7

0.0142 3.5261 × 10−4 0.0791 4.6811 × 10−7

3.5261 × 10−4 0.0129 0.0211 −1.5603 × 10−5

0.0791 0.0211 9.8591 7.5396 × 10−4

4.6811 × 10−7 −1.5603 × 10−5 7.5396 × 10−4 3.3630 × 10−6




Simulation results
Test system 1
The HTGS system is simulated with step 0.1 p.u. size load disturbance response. The simulation time is set to 
500 s. The 0.1 p.u. size load disturbance is introduced at 10 s of the simulation time. The response curves for the 
states x and y of the HTGS are shown in Fig. 3. Fig. 3-(b) shows that the dynamic process of the HTGS under 
different controllers is basically the same, and the dynamic response of the servo-hydraulic system under the 
proposed controller is more moderate than that of the H∞ robust controller. The most important comparison is 
shown in Fig. 3-(a), which shows the speed response curves of the HTGS with different controllers. The detailed 
performance indicators of the HTGS with different controllers, the maximum speed values during regulation, 
and the comparison of the regulation time bars are shown in Fig. 4. The proposed controller is 47.15s faster 
than the PID controller and 7.4s and 4.68s faster than the H2 and H∞ robust controllers, respectively. The 
performance comparison shown in Fig. 4 fully demonstrates the speed advantage of the proposed controller. The 
overshoot of the proposed controller is also minimal, which indicates better smoothness in the dynamic process 
and higher steady-state accuracy, confirming the robustness of the proposed controller.

Fig. 5 shows the variation curves of all flow state quantities in HTGS for different controllers. It is clear from 
these plots that the process of all flow state variables remains essentially the same regardless of the controller 
used in the HTGS. However, with the proposed controller, the maximum value of all flow state quantities in the 
HTGS is slightly reduced during the regulation process. The variation curves of all water level state quantities in 
the HTGS are shown in Fig. 6. The water level dynamics depicted in Fig. 6 are also generally consistent. In Fig. 5 
and Fig. 6, the two-state quantities q3 and h3 reach their maximum values when the system simulation reaches 
11 s. These maximum values are reduced when HTGS uses the controller proposed in this paper. In particular, 
the maximum value of h3 is reduced to −0.2 compared to −0.22 with the PID control. The simulations in Figs. 
5 and 6 also show that the flow and pressure variation in each part of the HGU pipeline is essentially the same 
regardless of the control strategy used. However, the maximum values of these quantities are still reduced using 
the control strategy proposed in this paper.

The incorporation of critical flow and water level in the system into the feedback control system is an essential 
consideration for improving the control performance of the HTGS. The plots also illustrate that a key idea for 

Fig. 3.  System speed response curves under step load perturbation.
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improving the control performance of HTGS is to incorporate critical flow and water level variations in the 
hydraulic system.

Fig. 5.  Flow change curve for each component of HGU during regulation.

 

Fig. 4.  Maximum speed and regulation time of the regulation process under step load disturbance.
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Test system 2
Due to the grid integration of new energy sources such as wind power and photovoltaic power, the disturbances 
d faced by HTGS are more random. From Fig. 7, it can be seen that the tracking time of the designed disturbance 
observer is less than 0.1s and the steady-state error of the observed value is less than 0.001 for the load disturbance 
signal d integrated into HTGS, which satisfies the performance requirements of the observer.

The random load disturbance signal shown in Fig. 8 is applied to the HTGS to test the robustness of the 
proposed controller. In addition, the fault tolerance of the controller refers to the ability of the system to 
withstand disturbances in the presence of signal uncertainty in the control signal. To verify the fault tolerance of 

Fig. 7.  System input disturbance and observations from the improved disturbance observer.

 

Fig. 6.  Water level change curve for each component of HGU during regulation.
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HTGS, a signal uncertainty perturbation is introduced when the simulation reaches 65s, and the perturbation is 
withdrawn at 75s. The loading time of the signal uncertainty lasts for 10s.

The simulation results of the system speed of HTGS under different controllers are shown in Fig. 8-(a). From 
Fig. 8-(a), it can be seen that when the system is subjected to random load disturbance, the speed fluctuation 
of HTGS with the proposed controller is significantly smaller than that of PID, H2, and H∞ controllers. When 
the simulation time is 70 s, the maximum value of the HTGS speed deviation is close to 0.01 p.u. with the 
PID control due to the uncertainty of the control signal loading, while the speed deviation with the H2 and 
H∞ controls is almost the same. However, the proposed control has a tiny speed deviation range and a very 
short control stabilization time. Therefore, SFRSMC can effectively reduce the frequency fluctuations of the grid 
system regulated by the HGU, and it shortens the stabilization time of the HTGS, which is a great impetus to 
improve the robustness of the power system and enhance the safe and stable operation of the HGU.

In this paper, the error integration criterion is used to quantify the proposed controller’s improvement of the 
HTGS control performance. As a measure of the performance of a control system, the error integration criterion 
is obtained by integrating the deviation of the desired output signal from the actual output signal. In the field of 
control engineering, the common error integration criteria are shown in Table 2.

The performance metrics are calculated using the error integration criteria shown in Table 2, and the 
performance of the controllers is compared. For the same perturbations, the speed response of the controllers 
based on the error integral criterion is shown in Fig. 9. According to the comparison in Fig. 9, the SFRSMC 
controller has significantly lower values than the PID, H2, and H∞ controllers when the HTGS is subjected to 
various perturbations, which shows that the proposed SFRSMC controller has good global stability in terms of 
the dynamic performance of the system. In addition, from Fig. 9, it can be seen that the response of the proposed 
controller is significantly better than other types of controllers, both in terms of the rise time of the system 
subjected to the controller action and the regulation time of the controller after the disturbance.

Fig. 10 shows the dynamics of the HTGS flow in each part of the HGU under the perturbations shown 
in this case with different controllers. As seen in Fig. 10, the changes in q1 and q5 are essentially the same 
for the different controllers. The dynamic response of q1 and q5 is not significant when the uncertainty of the 
system control signal is loaded. In contrast, the changes in q3, q4, and q5 are very pronounced, especially when 
the control signal uncertainty is loaded at 65 seconds. Thanks to the excellent fault tolerance of the proposed 
SFRSMC, the system HTGS changes very smoothly under the SFRSMC controller for q2, q3, and q4. Fig. 11 
shows the water level dynamic response of different controllers for each part of the HGU under the perturbation 
in this case. From Fig. 11, it can be seen that there is no significant difference in the dynamics of h1, h2, h4, 
and h5 between the different controllers. In contrast, the dynamics of h3 are very drastic and can be interpreted 

Criterion Mathematical expression Advantages

Integral of absolute error (IAE) JIAE =
∫ ∞

0 |x|dt Good transient response performance

Integral of time-absolute error (ITAE) JIT AE =
∫ ∞

0 t|x|dt Good transient response and good parameter selectivity

Integral of the square error (ISE) JISE

∫ ∞
0 |x|2dt Fast response time

Integral of time square error (ITSE) JIT SE

∫ ∞
0 t|x|2dt Suppressing deviations after transient response of the system

Table 2.  Error integration criteria.

 

Fig. 8.  System x and y response curves under random load and control signal uncertainty perturbations.
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as the pressure change at the inlet of the worm. The proposed controller can effectively reduce the pressure 
fluctuation at the wormhole inlet and improve the safe operation of the HGU.

As seen in Figs. 10 and 11, for the HTGS, which is involved in the frequency regulation of grid loads containing 
wind and photovoltaic power, the different controller designs cannot change the hydrodynamic processes in the 
HGU to any great extent. In addition, increasing the fault tolerance of the controller in the HTGS can effectively 
reduce the dynamic variation of the flow and water pressure at the turbine inlet.

Robustness against system parameters changes
In this subsection, the main mechanical parameters Ty , the main hydraulic parameter Tw3, and the main 
electrical parameter Ta are varied in the HTGS, and the operating conditions of the HTGS are kept constant 
throughout the simulation (by adjusting the 0.1 p.u. load). The HTGS’s response to these parameter changes 
with different controllers is observed to verify the robustness of the proposed controller in dealing with the 
uncertainty of the parameters of the controlled object.

The time constant Ty  of the servo-hydraulic system in the HTGS becomes more prominent as the system 
ages. The speed response of the HTGS for different values of Ty  is shown in Fig. 12. As shown in Fig. 12, the 
system under PID and H∞ control oscillates as the time constant Ty  increases. In particular, since the H∞ 
controller is designed to resist external input disturbances, the H∞ controller could be more effective in dealing 
with such perturbations due to parameter ingestion. The H2 controller is based on the optimal design of the 
regulation process, which can maintain a certain level of robustness in this case. The controllers designed in this 
paper can maintain a minimum amount of overshoot and a minimal regulation time for different Ty  parameters. 
The results of the comparative metrics of these controllers are shown in Table 3. In addition, the calculated IATE 
values of the various controllers for the regulation process at different Ty  are shown in Fig. 13. Both Table 3 
and Fig. 13 show that the proposed control spheres can handle the problems associated with the aging of servo-
hydraulic systems.

Ta is the mechanical inertia time constant of HTGS, and to understand the robustness of the proposed 
SFRSMC, in this section, the responses of the PID, H2, H∞, and SFRSMC controllers are evaluated under the 
variation of the mechanical inertia time constant Ta of the system. To this end, the parameter Ta is varied to 
investigate the controller’s performance. Ta is varied to its nominal values of −50%, −25%, +25%, and +50%
. In this case, the speed oscillation of the HTGS is depicted in Fig. 14. As seen from the increase in Ta, the 
speed oscillations controlled by the SFRSMC are always absent compared to other controllers. The SFRSMC is 
effective in suppressing oscillations in the case of increasing or decreasing Ta. A detailed comparison table of the 

Fig. 9.  IAE, ISE, ITAE and ITSE values during system regulation.
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quantified values is shown in Table 4. As seen from the table, the proposed controller provides a better solution 
than the other three controllers in all cases, both in terms of stability time and absolute maximum downwash. 
Fig. 15 shows the ITAE values of the HTGS regulation process for the different Ta controllers. In the two worst 
cases of −50% and +50% parameter uncertainty, the proposed controller maintains the IATE values of the 
order of 10−5, demonstrating the proposed controller’s optimal regulation and robustness.

The inertia time constant Tw3 of the diversion pipe is a fundamental constant in HTGS. This paper uses the 
time constant Tw3 to model the inertia of the penstock and the draft tube of the HTGS. Therefore, the actual Tw3 
of the HTGS will deviate from the nominal Tw3 given in this paper. The time constant Tw3 is the main factor 
that directly affects the dynamic characteristics of the regulating system. Therefore, it is necessary to investigate 
the dynamic response of the HTGS under a change in Tw3.

As shown in Fig. 16, this graph illustrates the dynamic response of the HTGS for the different controllers 
studied with varying Tw3. It is easy to see that for the HTGS controlled by the PID controller, there is a risk of the 
system becoming unstable as Tw3 increases, and Tw3 is a direct factor in the deterioration of the dynamic quality. 
For the HTGS with both H2 and H∞ robust controllers, the maximum speed response of the HTGS starts to 
become more prominent, and the regulation time becomes longer as Tw3 increases. However, with the proposed 
controller, the dynamic response of the HTGS is always excellent, with short overshoot and regulation time. 
The IATE values for the corresponding regulation process are calculated, and the ITAE of the four controllers 
are summarised in the bar chart shown in Fig. 17 as a function of Tw3. It can be seen from the graph that the 
proposed control can keep the ITAE at a minimal value regardless of the change in Tw3, which also shows the 
excellent control accuracy and fast convergence of the HTGS under SFRSMC control. In addition, the dynamics 
of HTGS in various controllers with varying Tw3 are summarized in Table 5 in terms of regulation time and 
overshoot.

Conclusions
Due to their technical, environmental, and economic benefits, hydropower generating units (HGUs) will be 
widely integrated into future power systems, providing a solid guarantee for efficient, low-carbon, and sustainable 
operation. However, the significant randomness of new power system loads and renewable energy sources can 
cause frequency oscillations in the grid, which appropriate controllers for hydraulic turbine governing systems 
(HTGS) should suppress.

Fig. 10.  Flow change curve for each component of HGU during regulation.
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In this paper, a novel state-space mathematical model for HTGS with complex conduit systems is proposed. 
A state-feedback robust sliding-mode controller (SFRSMC) based on a mixed H2/H∞ method is designed to 
control the HTGS in islanding mode. Specifically, a mixed H2/H∞ linear matrix inequality (LMI) approach 
is utilized for the optimal tuning of the sliding matrix in the SFRSMC. This new SFRSMC effectively dampens 
unit speed oscillations caused by the intermittent nature of renewable energy sources and load variations. 
Simulation results demonstrate that the proposed SFRSMC significantly outperforms conventional PID, H2, 
and H∞ controllers in terms of damping characteristics such as maximum overshoot, settling time, and integral 
of absolute error. Additionally, the robustness of the proposed method against system parameter variations is 
verified.

Despite the promising results, the proposed control strategy has been validated only through simulations 
under specific operating conditions. Practical implementation may encounter challenges such as unmodeled 
dynamics, external disturbances, and hardware limitations. Therefore, future research will focus on applying 
the SFRSMC based on the mixed H2/H∞ method to control HTGS in real engineering applications. Further 
studies will also aim to address the control of HTGS under grid-connected mode and consider the impact of 
communication delays and network constraints in distributed control scenarios.

Fig. 11.  Water level change curve for each component of HGU during regulation.
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Controller Value of ParameterTy Settling time (s) Undershoot (p.u.)

PID controller

0.2 >10 −2.43 × 10−3

0.4 >10 −3.07 × 10−3

0.6 >10 −3.67 × 10−3

0.8 >10 −4.19 × 10−3

H2Controller

0.2 5.925 −2.04 × 10−3

0.4 6.266 −1.64 × 10−3

0.6 4.607 −1.58 × 10−3

0.8 4.904 −1.63 × 10−3

H∞Controller

0.2 4.511 −1.64 × 10−3

0.4 5.625 −2.08 × 10−3

0.6 7.503 −2.47 × 10−3

0.8 >10 −2.78 × 10−3

Proposed controller

0.2 0.491 −1.29 × 10−4

0.4 0.527 −1.66 × 10−4

0.6 0.366 −2.01 × 10−4

0.8 0.311 −2.35 × 10−4

Table 3.  Key indicators of dynamic response under Ty  changes.

 

Fig. 12.  Performance of controllers in speed oscillations when Ty  is changed.
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Fig. 13.  The ITAE value of controllers when Ty  is changed.
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Controller %of parameterTachange Settling time (s) Undershoot (p.u.)

PID controller

−50 >10 −2.59 × 10−3

−25 >10 −2.51 × 10−3

+25 >10 −2.35 × 10−3

+50 >10 −2.29 × 10−3

H2Controller

−50 7.093 −2.09 × 10−3

−25 6.745 −2.06 × 10−3

+25 6.300 −2.00 × 10−3

+50 5.708 −1.97 × 10−3

H∞Controller

−50 5.570 −2.12 × 10−3

−25 5.392 −1.78 × 10−3

+25 4.484 −1.57 × 10−3

+50 4.308 −1.52 × 10−3

Proposed controller

−50 0.311 −1.66 × 10−4

−25 0.305 −1.42 × 10−4

+25 0.402 −1.21 × 10−4

+50 0.503 −1.15 × 10−4

Table 4.  Key indicators of dynamic response under Ta changes.

 

Fig. 14.  Performance of controller in speed oscillations when Ta is changed.
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Fig. 15.  The ITAE value of the controller when Ta is changed.
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Fig. 16.  Performance of controller in speed oscillations when Tw3 is changed.
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Controller %of ParameterTwchange Settling time (s) Undershoot (p.u.)

PID controller

−75 >10 −2.43 × 10−3

−25 >10 −2.43 × 10−3

+25 >10 −2.43 × 10−3

+75 >10 −2.43 × 10−3

H2Controller

−75 6.433 −1.62 × 10−3

−25 7.154 −1.92 × 10−3

+25 8.014 −2.14 × 10−3

+75 >10 −2.32 × 10−3

H∞Controller

−75 4.963 −1.56 × 10−3

−25 5.79 −1.57 × 10−3

+25 7.094 −1.81 × 10−3

+75 >10 −2.04 × 10−3

Proposed controller

−75 0.9027 −1.29 × 10−4

−25 0.9027 −1.29 × 10−4

+25 0.9027 −1.29 × 10−4

+75 0.9027 −1.29 × 10−4

Table 5.  Key indicators of dynamic response under Tw3 changes.

 

Fig. 17.  The ITAE value of the controller when Tw3 is changed.
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