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Recent laboratory tests and large-scale observations have revealed the complex interplays between 
aseismic and seismic deformation, as well as the progressive localization of the rock failure process. To 
investigate these processes, we conducted triaxial tests that combined distributed strain sensing (DSS) 
with acoustic emission (AE) sensors. Progressive strain localization was detected by DSS at 80% of the 
peak stress but did not produce measurable AEs. Closer to the peak stress, regions exhibiting strain 
localizations began to show clusters of AEs. This reveals that DSS measurements are more informative 
during the preparatory stage of brittle rock failure. The frequency-magnitude distribution of the 
AEs showed an inverse correlation with the volumetric deformation rate a few seconds preceding 
catastrophic failure. Our results are consistent with recent large-scale observations and offer crucial 
insights into progressive failure assessment.

Large-scale distributed deformations constrained geodetically have revealed significant aseismic deformation 
in the preparation zones near the hypocentre of impending earthquakes1–3. These zones, with large aseismic 
deformation, have been associated with increases in seismic activity prior to the mainshock (e.g.,3–5). For 
example, in the preseismic phase of the Iquique earthquake of moment magnitude Mw  8.2, localized aseismic 
deformation close to the eventual hypocentre was accompanied with low magnitude seismicity and the Mw  
6.7 foreshock4. There is ongoing debate as to whether aseismic deformation is the cause or consequence of 
precursory seismicity4,5. While Kato et al.4 could not discard either option for the Mw  8.2 Iquique earthquake, 
Wang et al.5 proposed a model in which a transient aseismic deformation drove the last hour of the foreshock 
sequence and eventually triggered the Yangbi Mw  6.1 mainshock. The assessment of theoretical models using 
large-scale observations has presented several obstacles that are difficult to reconcile6. Studying the spatial-
temporal relationship between precursory seismic activity and deformation in a controlled environment has the 
potential to improve our understanding of earthquake preparation and nucleation.

At laboratory scale the stick-slip tests on saw-cut samples are commonly used to study fault zones7–9. In this 
end-member test, regions of preparatory aseismic slip can accumulate along the thin frictionally controlled 
planar discontinuity, increasing in both spatial extent and slip magnitude prior to the dynamic slip10,11. 
While laboratory-scale earthquake nucleation on saw-cut samples is to some extent well understood, the up-
scaling to real faults remains a challenge6. Off-fault rock damage has been inferred from seismicity around 
the eventual rupture zones preceding large earthquakes6,12. These observations encouraged the development of 
the “progressive localization” earthquake model12. This model describes progressive damage localization from 
distributed damage in a rock volume to more localized deformation. Once the damage is localized in a thin 
region, a large dynamic fracture nucleates6. Volumetric deformation is especially important in complex crustal 
fault systems, but is also relevant for subduction zones and major continental plate boundary fault, where the 
systems are not dominated by an existing weak fault with little strength recovery13.

Triaxial laboratory tests on intact rock samples constitute the other experimental end-member, commonly 
used to investigate catastrophic failure in confined conditions14. These tests may represent localized volumetric 
damage processes around the eventual macrofracture15. Developing more insights into the preparatory 
processes that lead to failure at laboratory scales may provide further insights into the progressive localization 
and integrated models6,12,13. In addition, triaxial tests on intact samples constrain important mechanisms of fault 
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reactivation and rock body failure that occur in natural and man-made environments (e.g., injection-induced 
earthquakes16,17 and mining).

During triaxial testing, micro-fracturing of the rock can generate elastodynamic stress waves referred to 
as acoustic emissions (AEs, 18). AEs generated in laboratory experiments posses spectral properties similar to 
seismicity observed in nature19. Both AE and seismicity in nature have been observed to follow the Gutenberg-
Richter (GR) frequency-magnitude distribution20–22. An important parameter in the GR law log10N = a − bMw  
(where N is the number of events equal to or above magnitude Mw , and a and b are constants) is the b-value, 
which indicates the relative proportion of small to large earthquakes in a given region23. AE catalogues have 
shown a decrease in the b-value as failure is approached, which correlates with increasing differential stress21,24,25. 
However, fluctuations in the b-value are not always correlated with differential stress18,26. This raises the question 
of whether other parameters can be correlated with b-value fluctuations to assess rock failure.

Spatial-temporal analyses of AEs in triaxial tests have shown complex localization and delocalization prior 
to failure27, which can be quantified using the fractal pattern in the spatial distribution of AE hypocenters 
(D-value, 28). Randomly distributed events are characterized by a higher D-value, while spatially localized events 
show a decrease in the D-value. In crystalline rock, localizations of AEs have been observed to begin near the 
peak strength of the sample, and are attributed to the formation of the macrofracture18,29. The macrofracture 
nucleates in a region that exhibited only background level of AE activity, and is therefore believed to occur 
in a zone without significant preparatory damage29, even if the nucleation occurs at the sample periphery30. 
However, the recent implementation of distributed deformation measurements has allowed Cartwright et al.31 to 
observe the early nucleation of localized preparatory damage that is undetectable by the AE sensors. They used 
the dynamic X-ray computed tomography (XR-CT) in combination with two AE sensors to measure the seismic 
and aseismic deformation within sandstone samples in low confinement triaxial tests. This implementation also 
allowed for the observation of a transition to a dilation-dominated strain as a precursor to a sudden increase 
in the AE rate31. In uniaxial tests conducted on granite samples using digital image correlation (DIC) and AE 
sensors, clusters of AEs were observed to nucleate in zones of accelerated localized strain32,33. The utilization of 
distributed measurements may provide insight into the early stages of damage mechanisms experienced by deep 
rock masses, which, as have been shown25,34,35, may differ from those observed in unconfined environments. 
Moreover, the integration of distributed measurements with an array of AE sensors, required for a quantitative 
understanding, enables the study of the spatial-temporal correlation between aseismic and seismic deformations 
leading up to catastrophic failure.

Another methodology used to better constrain the aseismic deformation field on the surface of the sample 
is distributed strain sensing (DSS) based on the use of optical fibres36,37. Compared to XR-CT, this method 
offers reduced spatial resolution but increased temporal resolution; it can be used on larger sample sizes and 
is compatible with high confinement pressures. In this study, we extended the DSS method by coupling it with 
an array of fully calibrated AE sensors. This integrated setup allowed for the simultaneous measurement of 
distributed deformation and the study of AE locations throughout the failure process in confined conditions. We 
implemented this method in a confined compression test to failure on an intact granite sample. Following the test, 
we employed XR-CT to visualize the fracture network produced during the failure test. The combined analysis 
of DSS and AE data provides a framework for developing a quantitative understanding of seismic and aseismic 
damage mechanisms leading to catastrophic failure in rocks. We report the results from the best instrumented 
experiment, when confining pressure (10 MPa) was applied to a dry intact sample of Rotondo granite (101.6-
mm height, 49.5-mm diameter), and the sample was axially loaded (strain rate of 4.9 µε/s, constant until the 
beginning of dilatancy). However, these results are representative and several preparatory experiments were 
conducted38,39.

Results
Slow to accelerated deformation leading to failure
Figure 1a shows the macroscopic stress response of the sample following the experimental protocol described 
in Section Experimental protocol. The intervals colored in light gray indicate the time periods during which 
the displacement of the loading piston was stopped (holding phases) in order to slow the failure process (see 
Section Experimental protocol). Red dots indicate the beginning of the holding phases (t1 to t8), while the red 
arrow indicates an accelerated drop in the differential stress rate (t9). Catastrophic failure occurred at tf , when a 
dynamic stress drop of approximately 160 MPa was observed. The average axial (ε1) and circumferential (ε2 = ε3
) strains measured in each segment on the sample’s periphery are shown in Fig. 1b. The average volumetric strain 
(εv = ε1 + 2ε3) was calculated for each circumferential segment (indicated by colored dash-dot line) and for 
the entire sample (indicated by the dash-dot black line). We calculated the Young’s modulus to be E = 50.7 GPa 
and the Poission’s ratio to be ν = 0.26, which both fall within the limits reported in the literature (see Section 1 
of the Supplementary Material).

The results of the active surveys at the four heights of the AE array (Fig. 8 in Section Instrumentation) are 
also shown in Fig. 1a. The P-wave velocity at each height was calculated from the pair of sensor that transect 
the eventual macro-fracture horizontally, determined from the XR-CT (Fig. 5 in Section Additional insight into 
progressive failure in brittle rock). Across all heights, the P-wave velocity shows an initial increase during the 
first 1500 s, reaching 4600 m/s in the upper height (purple diamonds). At about 2500 s, the velocity was observed 
to decrease at a constant rate (m1) in the three lower heights (orange, red and green diamonds). An increased 
rate of velocity reduction (m2 > m1) was observed at different times throughout the sample. This transition 
between m1 and m2 occurs approximately at t6 in the second height, and at t7 in the first and third heights. 
After the initial velocity increase (first 1500 s), an approximately constant velocity was observed in the fourth 
height (purple diamonds), remaining approximately constant until just before tf .
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The distributed circumferential and axial strain evolution are shown in Fig. 1c and d, respectively. At the 
lower level (C1), the localization of the strain in the circumferential direction developed at approximately 0.065 
m on the perimeter (marked with a triangle in Fig. 1c). In the middle segment (C2), the localization of the strain 
was observed in two regions, which are marked with squares located at 0.05 m and 0.09 m on the perimeter of 
the sample.

A relatively uniform strain distribution across the sample was observed in the axial direction, as shown 
in Fig. 1d. However, small regions of localization were observed in the lower portions of the sample in the 
second segment (A2; indicated by the black ellipse). The increased weakening rate, observed as a faster decrease 
in differential stress at t9, was reflected as a sudden and local, relative reduction in axial strain (see the last 
measurement in red in Fig. 1c and d). The black arrow in A3 indicates the largest decrease in compressive axial 
strain.

Figure 2a and b show the average strain rate for the axial and circumferential segments of the optical fibre, 
respectively. The strain rate of the axial segments (Fig. 2a) displays a sharp compression response to the holding 
and also the reloading. Following the holding (constant displacement) phase t8, we observed an increasing 
extension strain rate in line A3. After t9, a sharper increase in axial extension rate was observed in A3 and A2 
(indicated by the black arrows). At this moment, all axial lines, except A4, showed an extension rate, rather than 

Fig. 1. (a) Observed differential stress response, temporal evolution of AE magnitudes (blue circles) and 
P-wave velocity during the test. Isolated P-wave velocity plot is provided in the Section 6 of Supplementary 
Material, and a zoom of the final relaxation phase is provided in Section 2 of the Supplementary Material. (b) 
Average of the implemented four axial and three circumferential DSS segments and the volumetric strain. 
Colour code is given in the small sample scheme and in the squares in panels (c) and (d). (c) Distributed 
circumferential strain at the three implemented segments: lower (yellow, C1), middle (blue, C2) and upper 
(purple, C3) (see Fig. 8). Regions of localized strain are marked with triangles, squares, and circles in the lower, 
middle, and upper segments, respectively. (d) Distributed axial strain at the four implemented segments: first 
(A1, blue), second (A2, red), third (A3, green) and fourth (A4, yellow). The colormap indicates the time, with 
the last measurement in red.

 

Scientific Reports |        (2024) 14:29954 3| https://doi.org/10.1038/s41598-024-75942-9

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


an expected compression rate. Few seconds before failure, a sudden increase was observed in both the extension 
rate in line A3 and the compression rate in line A4.

Figure 2b shows the circumferential strain rate averaged for each loop. Whenever the loading was resumed 
(white intervals), the sample exhibited a small sudden acceleration in the circumferential extension rate followed 
by a gradual increase. Loading produced a progressive increase in the extension rate with each successive loading 
cycle. During the holding phases (grey intervals), relaxation in the sample caused a gradual decrease in the 
extension rate, which decayed toward zero over time. Different magnitudes of extension rate were observed in 
the circumferential segments, with the difference becoming more pronounced after t5.

At the beginning of the last holding phase (t8 < t9), the extension rate in the upper segment (C3) is half the 
magnitude measured in the other segments (C1 and C2). An increase in the extension rate was observed in all 
circumferential segments that initiated prior to t9. The largest extension rate increase was observed in the lower 
segment (indicated by the black arrow). After this increase, local accelerations and decelerations were observed, 
followed (∼ 40 s before failure) by a rapid increase in the extension rate, starting in the lower segment (C3), 
followed by the middle (C2) and upper (C1) segments.

Seismogenic response
A total of 6,034 events were located in our test, of which 3271 events occurred before the dynamic stress drop. 
Analysis of the source type of the AEs showed that 97% of the catalogue were deviatoric or “shear” events (see 
Section 3 of the Supplementary Material). Figure 3a shows the spatial-temporal distribution of the AEs sorted 
into four time interval to illustrate the process of AEs localization and delocalization.

During t0-t8, the AEs occurred homogeneously throughout the sample. Towards the end of the test (t8-t9
), the events were localized in the lower left region of the sample (blue square in Fig. 3a). The events responsible 

Fig. 2. Mean (or average) strain rates of (a) the four axial segments and, (b) the three circumferential 
segments. The time interval marked by the light red box (5300 s – 6400 s) is zoomed on the right panel. The 
colour code is given in the small schematics of the sample. Intervals colored in light gray indicate the holding 
phases.
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Fig. 3. (a) Spatial distribution of the seismic catalogue located prior to failure. The sizes of the markers are 
proportional to the Mw  of the AE events. The events in the moments before failure (t9 to tf ) are colored by 
their timing. A larger version of this sub-figure can be found in Section 4 of the Supplementary Material. 
(b) Virtual reproduction of the volumetric strain rate, which was linearly interpolated and superimposed on 
the surface following Salazar Vásquez et. al.37. (c) Comparison of average volumetric strain rate (red dots), 
standard deviation of the distributed volumetric strain rate (blue dots), and the differential stress (black line) 
leading up to failure. Volumetric strain rate (σ̇v=σ̇1+2σ̇3) was calculated from the average of the axial and 
circumferential strain rates shown in Fig. 2. (d) Fluctuations of the b-value during the experiment. Light blue 
region represent the standard error calculated using Eq. 5. We have selected three sub-catalogues (tβ , tδ , and 
tω) to illustrate their duration, which are represented by the green bars. (e) Spatial clustering of the AEs using 
the D-value. The localization and delocalization of AEs are indicated by red arrows. The b- and D-values were 
calculated using a running sub-catalogue of 480 events (see Section AE data processing).
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for the increase in the AE rate observed seconds before the dynamic stress drop (Fig. 2a) registered a significant 
increase in their moment magnitude, ranging from Mw  −8 to −6.5. This cluster of large events originated in the 
lower part of the sample and propagated upward (green arrow in Fig. 3a).

Figure 3b shows snapshots of the dilation rate ε̇v  superimposed on the virtual samples. Localization of the 
dilation strain rate was first observed in the middle and lower regions of the sample (t6 and t7). This localization 
developed further during t8 in the region close to where the clusters of AEs later nucleated (blue square at t8-t9 
in Fig. 3a). We observed a preferential orientation in the dilative strain rate on the sample surface at tf , which 
correlated qualitatively with the orientation of the AEs observed during t9-tf . The spatial-temporal correlation 
between AEs and the localization of strain is examined in detail in Section Spatial-temporal evolution of seismic 
and aseismic deformation.

Temporal variations in b- and D-value
Figure 3c shows the differential stress (black line) in the later stages of the experiment. Average axial and 
circumferential strain rates were used to calculate the volumetric strain rate (red dots) over all segments shown 
in Fig. 1c and d. We noticed an increase in the dilatation rate at t9, which continued to decrease slightly prior to 
a second rapid increase in the volumetric strain rate that preceded the dynamic stress drop.

Fluctuations in the b-value leading up to failure are shown in Fig. 3d. An initial increase in the b-value was 
observed from 5540 s to 5800 s, increasing from 1.9 to 2.0. After this period, the b-value remained approximately 
constant until t9, where it increased to its global maximum of 2.18. Two distinct decreases in the b-value were 
observed during the failure sequence: (i) from 6200 s to 6300 s, the b-value decreased from 2.18 to 1.8; and 
(ii) from 6340 s to 6360 s, the b-value decreased from 2.0 to 1.48. 1.48 was the lowest b-value recorded, and 
corresponded to the dynamic stress drop. A small recovery in b-value was recorded within the failure sequence 
and following the dynamic stress drop.

Figure 3e shows the changes in the spatial-temporal distributions of earthquakes using the D-value. The 
D-value showed two distinct behaviours: (i) localization characterized by a decrease in the D-value; and (ii) 
delocalization characterized by a relative increase in the D-value40. We observed fluctuations between these two 
behaviours leading up to failure: (1) from t8 to 6,160 s, the D-value decreased from 2.2 to 1.8 (localization); (2) 
from 6160 s to 6280 s, the D-value increased to 2.06; (3) from 6280 s to 6315 s, the D-value decreased to 1.9 (re-
localization); and (4) from 6315 s to 6363 s, the D-value increased to 2.17 (re-delocalization).

Spatial-temporal evolution of seismic and aseismic deformation
Figure 4 combines the results from the DSS, AE and XR-CT. Polar plots show the distributed circumferential 
strain changes on the periphery in the bottom (left column), middle (central column), and upper (right column) 
loops of the sample. The colour map within the polar plots shows a 2D histogram binned location of seismic 
events within various sub-divisions of the sample. Details on how these polar plots were constructed are outlined 
in Section 5 of the Supplementary Material. Each row in Fig. 4 represents snapshots of the strain and AEs 
between a given subset of the indicated times. Cross-sections using the XR-CT measurements taken at the same 
heights as the circumferential fibres are shown in the last row. The observations between DSS and AEs over each 
time frame are described below.

∆tA: An elastic homogeneous material would be expected to be represented by a circular shape in a polar 
representation of deformation. This is illustrated by the pink circle shown in the middle level. During this phase 
of the test, the middle section of the sample exhibited homogeneous deformation. However, we observed two 
regions where strain localized (denoted SL) during this time interval. This deviation from a homogeneous 
response occurred at (i) approximately 150◦ in the lower level (SL1) and (ii) 340◦ in the upper level (SL2
). At this stage, the magnitude of the localizations was slightly above the sample average (SL1 and SL2). The 
strain localization in the lower level (SL1) increased from ∆tA to ∆tE , whereas no increase was observed in 
the upper level (SL2) over the same time intervals. The positions where strain was localized correlate with the 
location of the macro-fracture that emerged on the sample surface at their respective heights, as observed in the 
post-test cross sections (CT1 and CT2).

∆tB: An elliptical strain profile starts to emerge in the middle of the sample with the major axis oriented in 
the 110°–305° direction (pink dashed line).

∆tC: Compared to the opposite side of the cross-section (at 330°), more pronounced localization emerged 
towards 110°, which disrupted the symmetry of the elliptical strain response noted previously. During this time 
period, further localization of strain was observed in SL1 and SL3. The upper level did not show pronounced 
localized strain lobes.

∆tD: An increase in the rate and clustering of AEs was observed. Clustering was predominantly in the 
middle level of the sample, and events were localized adjacent to the regions SL1 and SL3. Within this time 
interval, the emergence of strain localizing at 90° in the upper level (SL4) was observed. However, the magnitude 
of the localization in SL4 was significantly lower compared to SL1 and SL3 at the lower levels. The AE clusters 
(AE1 and AE2) and localization of strain (SL1 and SL3) correlated with the position where the macro-fracture 
appeared at the surface (CT2, CT3, and CT4 in the post-test sections).

∆tE: AEs clustered in the lower (AE2) and middle (AE3) levels, ascending through the sample (see also the 
Supplementary Video 1 and 3). The AE clusters and the localization of strain showed similar orientation to the 
macro-fracture at these levels (marked with pink dashed lines on the XR-CT cross-sections).

Discussion
Additional insight into progressive failure in brittle rock
In general, two groups of models have been proposed to explain the mechanism of the macrofracture nucleation 
precluding brittle failure in intact rock29,41. Group 1 suggests that faulting occurs as a result of rupture nucleation 
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Fig. 4. Polar plots of the circumferential strain distribution and spatial distribution of the AEs. Details of the 
plot construction are given in Section 5 of the Supplementary Material. The rows show different time intervals, 
while the columns are the three heights where the optical fibre was installed (Fig. 8). The scale of strain 
varies between each snapshot time (∆ti). Progressive strain localizations (SLi) and clusters of AE (AEi) are 
indicated by red arrows. Clusters of AE nucleated in zones of large strain localization, which correlates with the 
position of the macrofracture on the sample surface (CTi). The last rows show slices of the XR-CT at the same 
heights where the optical fibre was installed (columns).
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due to the interaction of multiple microfractures, that form prior to faulting, and coalesce when their density 
reaches a critical value15,35,42–44. Group 2 views faulting as a process zone at the rupture tip (front) resulting 
from the interaction of two microfractures29,45,46. The absence of AE activity above background levels prior 
to the origination of faulting in granite samples (e.g.,18,24) has supported the mechanisms proposed by Group 
2, under the assumption that AE sensors are capable of detecting all or most of the damage generated in the 
sample. However, our results suggest that this assumption may not always hold true, as damage can accumulate 
in an aseismic manner. Even though it is established that the energy radiated as AE represents a small fraction 
of the total energy dissipated during brittle failure40,47, understanding the temporal-spatial relationship between 
AE and strain localization provides new insights in the failure mechanism. This follows from recent inference 
into the damage mechanism of sandstone made using the XR-CT method in combination with two AE sensors, 
where the occurrence of preparatory damage may be missed if only seismicity is considered31.

Slow aseismic damage localization
Katz and Reches41 mapped the formation of tensile and shear microfractures using scanning electron microscope 
(SEM) micrographs of thin sections taken from samples of intact granite loaded to different stress levels. Tensile 
microfractures dominated the low stress-stage, while the relative density of the shear microfractures was found 
to increase with increasing stress, forming elongated zones41. Similar preparatory damage localization was 
observed in low porosity rock samples using the XR-CT method48,49. However, due to technical limitations, it 
is currently not possible to correlate their direct observation of damage in the sample with a spatio-temporal 
understanding of AE activity. We believe that the strain localization, first observed in the middle and lower parts 
of the sample, at approximately 80% of the maximum load (Fig. 4) was the expression of a zone hosting high 
number of microfractures, which were unable to produce detectable AE signals.

Although comparing laboratory and field data is notoriously difficult, laboratory tests have been effective in 
studying the underlying physical mechanisms that occur in natural systems30,40,47,50. Field observations suggest 
that the earthquake preparation and nucleation process can be described by the progressive localization12 and 
integrated models13 and begins with the formation of off-fault damage which progressively localizes to an eventual 
rupture zone12. Due to the progressive weakening of this localized pre-damage zone, clusters of foreshock 
sequences can nucleate, leading to the large rupture13. Consideration of rock volumes is especially important 
in systems that are not dominated by an existing weak fault with little strength recovery13. Our results show 
that damage can accumulate (or increase) aseismically, and this might occur in nature. Figure 5 conceptually 
illustrates the evolution of the preparatory damage in our sample, which showed a similar localization process 
(Fig. 5i–ii). The symmetry of the strain localizations observed at early stages of the test (dashed line at ∆tB  in 
Fig. 4), indicates that the zone hosting the preparatory damage was likely centred in the middle of the sample 
(light orange region in Fig. 5i). Symmetry began to break down at ∆tC , as the pronounced SL3 lobe in Fig. 4 
grows. We interpret this increasing prominence of the strain heterogeneity as the development and propagation 
of the damage zone from the middle towards the bottom of the sample (Fig. 5ii). In view of damage mechanics, 
this zone can be interpreted as an inclusion of a softer material, causing a stress redistribution that enhances 
its propagation. We believe that the localized damage zone in our sample (i.e., light orange zone Fig. 5ii) may 
be analogous to the fault zone described by the progressive localization model, which is preparing to generate 
clusters of precursor AEs. The presence of this zone of localized damage in our sample is also supported by the 
30% decrease in the P-wave velocity measured in the middle and bottom regions of the sample (Fig. 1a). Similar 
levels of decreased P-wave velocities in natural fault zone structures have been reported. For example, a 25% - 
40% decrease in the P-wave velocity has been observed in the Southern California fault zone51,52.

Accelerated seismogenic deformation
Loading and boundary conditions further promoted the formation of microfractures, increasing their number 
in the localized region, as observed by Katz and Reches41. We observed higher strain rates within the zones SL1 
and SL3 at ∆tC  (Fig. 4) that precluded the onset of clustered and swarm-like AEs within this region. A rapid 
increase in AE activity beginning above 95% of the peak strength has been observed in granite samples24,27, 
similar to the cluster of AEs observed near failure in our test (AE1 at ∆tD  in Fig. 4), causing the localization 
in D-value (red arrow (1) in Fig. 3e). This type of observation supports the Group 2 of macrofracture formation 
models29,41, but as described in the section Additional insight into progressive failure in brittle rock, we concluded 
that a pre-damaged region now hosts the bursts of AE activity. One hypothesis is that a critical microfracture 
number was reached in the pre-damaged region near the boundary, promoting seismogenic damage (Fig. 5iii). 
AEs propagated along the orientation of the zones with localized strain during ∆tE  (AE migration from AE1 
to AE2 in Fig. 4), tracking the propagation of seismogenic damage along the zone hosting the pre-damaged that 
formed during t3-t7 (Fig. 5iv).

Seismic and geodetic observations have shown a step-like increase (i.e., acceleration and deceleration) in 
deformation before some large earthquakes13. This step-like process can be due to the breakage of smaller 
patches on the eventual fault and foreshocks, making the surrounding more susceptible to rupture13. Ben-
Zion and Zaliapin12 employed three complementary approaches to investigate the processes associated with 
earthquake preparation: (i) localization of background seismicity, (ii) fractional area of the localized seismicity, 
and (iii) clustering of earthquakes. They observed complex localization and delocalization processes. Prior to 
large seismic events in California and Turkey, localization patterns were associated with the formation of rock 
damage around the eventual rupture zones. In contrast, the delocalization observed prior to the 2004 Mw  6 
Parkfield event was thought to be the result of a progressive stress build-up leading to failure over progressively 
wider regions12. A similar faulting process was observed in our test (Fig. 3a).

The step-like process differs from those usually observed in tests on saw-cut samples with homogeneous 
surfaces, where a smooth accelerated deformation is observed before failure13. However, partial stress drops 
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prior to the onset of catastrophic failure, routinely observed in triaxial rock tests on intact and pre-existing 
rough fractures26,54,55, has been attributed to breakdown of larger asperities which can produce delocalization 
in the D-value as they breakdown40 and fluctuations in b-value56. In our test, the slow stress drop (Fig. 1a) and 
the delocalization, re-localization and de-relocalization ((2), (3) and (4) in Fig. 3e) may be explained by the 
seismogenic break down of asperities within the pre-damaged zone ((iii)–(iv) in Fig. 5). The seismogenic damage 
also corresponded to complex variations in the local strain rate response in both the axial and circumferential 
directions (Fig. 2). Similar localization and delocalization processes were observed in the microfracture locations 
in other rock materials, associated with the propagation of the fault zone49,57. Progressive degradation of strength 
barriers may be required before the fracture can grow to a critical length, depending on an energy balance and 
the strength of the material in the system53. Progressive unlocking of frictional interfaces has been observed in 
laboratory experiments on rock-rock interfaces58 and on analogs59,60. This behavior has been modeled using the 
balance of released elastic energy and dissipated local fracture energy along the thin discontinuity61. Whether 
similar models can be used to explain progressive breakdown observed from a volumetric perspective (rather 
than thin discontinuity) remains to be seen, but these models could benefit from the observations produced in 
this study.

Fig. 5. Schematic of the hypothetical damage initiation and subsequent fracture propagation. Cross-sections 
represent a plane parallel to the macro-fracture that caused the failure. (a) Two XR-CT cross sections obtained 
post-test: parallel and perpendicular to the macro-fracture plane. The evolution of the localized preparatory 
damage shown in this figure was also reflected in the spatial-temporal variations of the P-wave velocity (Fig. 
1a). (b) The nucleation of a zone hosting a large numbers of shear microfractures (preparatory damage) is 
represented by the light orange zone. (c) Seismogenic damage is indicated by the zones showing the macro-
fracture, which originated near the boundary of the sample and propagated to the opposite side. Dynamic 
rupture occurred when the length of the preparatory damage exceeded a certain threshold, which may have 
resulted in an energy balance that produced unstable fracture growth (e.g., 53).
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Partitioning of seismic to aseismic energy
An emerging view has suggested that aseismic (slip) deformation may play a role in the preparation of large 
earthquakes. It is therefore critical for us to understand the conditions and relationships that lead to failure and 
may be produced by the interplay of seismic and aseismic deformation. Due to recent advances in geodetic and 
seismological observations, there is new evidence of a low seismic-to-aseismic deformation ratio is produced 
in the crust at various depth (e.g.,62). The quantitative comparison between the aseismic and seismic inelastic 
deformations is presented in Fig. 6. The seismic inelastic deformation (∆εAE) was calculated from the seismic 
moments of each AE event using two source models: a shear63 and isotropic20 source (Fig. 6b). We estimated 
the aseismic inelastic deformation (∆εa) from the dilatancy measured by the DSS (Fig. 6c), minus the seismic 
component (see Section Aseismic and seismic inelastic volumetric deformation). A decrease in the inelastic 
seismic-to-asiesmic ratio (γ) was observed (Fig. 6d), reaching a minimum around t8. At failure (tf ), γ was 
computed to be = [0.01 to 0.02]%. This significant release of aseismic energy suggests monitoring the lower 
frequency bandwidth of deformation could potentially be more informative in preparatory damage detection.

This low seismic-to-aseismic ratio was observed at smaller scales and under different loading conditions. At 
the laboratory scale, stick-slip experiments under confined conditions have shown between 2% and 0.1 % of the 
total energy released as seismic slip in saw-cut samples40,47. The failure mechanism of stick-slip events on rough 
faults involves the formation of a significantly wider damage zone, in comparison to saw-cut samples. This wider 
damage zone resembles the propagation of damage through intact rock64, seen in our experiment. Dresen et al.40 
observed that the seismic-to-aseismic ratio decreased to ~ 0.01% for rough faults, similar to our observation 
(Fig. 6). In hydraulic shear experiments on decametre-scale faults in a crystalline setting, the seismic to total 
deformation ratio was observed to be [0.001 to 0.02]%65. Other underground rock laboratory experiments66,67 
have also shown that aseismic slip contributes to a substantial portion of the total energy budget, although 
this phenomenon needs to be better understood to explain the production of seismicity through both fluid 
injection68 and tectonic stresses69.

Self-organized behaviour preceding failure
Laboratory experiments have shown a decrease in the b-value with increasing differential stress21,24. However, 
we observed significant variations in b-value at nearly constant differential stress (see Fig. 3c and d). This 
discrepancy can be attributed to the unconventional loading conditions used in our experiment, where the 
displacement of the loading piston was held rather than continuously increased. The differential stress reflects 
the energy stored in the sample, which was dissipated principally through inelastic processes that constitute 
some level of breakdown work70,71 that may occur in an aseismic and seismic fashion. An important question 
is whether these two forms of dissipated energy can reflect some self-organized behaviour. Figure 7 shows the 

Fig. 6. Analysis of the inelastic cumulative seismic (
∑

∆ϵAE) to inelastic asiesmic deformation (∆ϵa) 
leading up to failure. Details to the calculations are given in Section Aseismic and seismic inelastic volumetric 
deformation. (a) The activated volume Vact determined by the cluster analysis. The inset images show the 
volume capturing 100th percentile (green, solid line) and 95th percentile (gold, dashed-line) for two random 
sub-catalog in time. (b) A shear (red lines, Eq. 9) and isotropic (blue lines, Eq. 10) models are used as end-
member estimates for volumetric strain changes from the source. The dashed and solid lines represent the 
calculations made for the 95th and 100th percentile of activated volume. (c) The total inelastic strain (∆ϵDSS

) computed using the DSS measurements. (d) The inelastic seismic-to-aseismic ratio (γ, see Eq. 11) using 
only the isotropic source, since we are unable to measure the shear deformation using the implemented DSS 
configuration.
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fluctuations of the b-value with the average volumetric strain rate ˙̄εv  for our experiment. We observed an inverse 
correlation between the b-value and ˙̄εv .

This inverse correlation between the b-value and ˙̄εv  can be anticipated by stress corrosion models developed 
to explain fluctuations in b-value based on fracture mechanics28,72. In the case of a sample undergoing strain 
softening, the model anticipates two decreases in the b-value prior to failure, which correlates with our observation 
in Fig. 3b. This double b-value minimum has been observed in triaxial tests on intact, fluid-saturated sandstone 
samples73. This observation was associated with longer periods of strain softening and sub-critical cracking, 
which was probably achieved by the step loading protocol which produces relaxation loading conditions in our 
dry test. Main et al.28 extended the model to characterize the damage state in terms of a mean energy release 
rate. Their model anticipates an inverse correlation between the b-value and the mean energy release rate, which 
is consistent with the inverse correlation shown in Fig. 7. In our test, aseismic deformation dominated the mean 
energy release rate, as shown in Fig. 6.

Diverse models have been proposed to link the deformation rate to seismicity. Slower loading should allow 
contact junctions to heal74,75, thereby promoting larger foreshocks at slower loading rates. This was not the case 
in our test, where larger precursory AEs occurred at higher preseismic deformation rates (Fig. 3c and d). We 
need an alternative mechanism to explain this phenomenon, distinct from contact junction age and frictional 
healing. It has been observed that the b-value decreases with increasing loading rate76,77. Bolton et al.76 linked the 
AE energy with an increase in porosity due to dilation (more space allowing for particle motion upon failure), 
which in turn form larger force chains that bridge the shear zone that fails. Localized dilative behaviour was 
observed in our test using the DSS and was shown to precede the onset of seismogenic damage early in our 
experiment (see Figs. 3 and 4). Similar mechanisms may exist in the sections of the fault that hosted the majority 
of the localized preparatory damage (Fig. 5b and c). That potential dilation in the damage region allows for 
larger force chains to bridge the shear zone composed of the damaged material, leading to larger events during 
accelerated failure (Fig. 5b). Moreover, the dilation is only theoretically increased within the shear damage zone, 
not within the intact material for pressure-sensitive dilatant materials such as granite78. This later observation 
was supported by the DSS measurements (Figs. 3b and 4). The mechanism described in this paragraph may 
have been enhanced by the inhomogeneous nature of the Rotondo granite. Further investigation is needed to 
understand the influence of lithology on the decrease in b-values prior to failure, for example, in homogeneous 
materials where this mechanism may be inhibited.

Recent studies on field scales have observed promising correlations between the accelerated deformation 
and b-value. Gulia79 quantitatively related the volumetric strain rate, as measured by geodetic means, and the 
b-value by analysing the subsidence in the Groningen gas field. The study discovered an inverse correlation 
between the two parameters. On a large scale, increases in surface strain rate were observed in areas where a 
decrease in the b-value was measured, for example, near the epicentre of the 2015 Gorkha earthquake in the 
central Himalayas80. Many studies have highlighted the uptick in seismicity in regions experiencing accelerated 
precursory deformation (e.g., [1,4,81), some of which did not observe this decrease in b-value82. Our study was 
limited to volume preparatory processes (i.e., intact sample); however, the similarities between the inverse 
correlation of the accelerated deformation and b-value observed in our test (Fig. 7) and in some field cases 
suggest a correlation that could more accurately assess seismicity where geodetic strain and seismic data are 
available.

Conclusions
This work presents triaxial loading to failure of intact dry granite samples at a confining pressure of 10 MPa. 
Results of the best instrumented sample are presented in detail. The sample was implemented with a distributed 
strain method (DSS) to measure the deformation field on the sample’s surface combined with an array of 

Fig. 7. Fluctuation of b-value with volumetric strain rate ε̇v ; colour indicates time during the test. The 
volumetric strain rate was linearly interpolated to the b-value time stamps. The yellow triangle marks the 
beginning of the second b-value decrease as observed in Fig. 3(b). An inverse correlation between the b-value 
and ε̇v  can be observed towards the end of the test.
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calibrated acoustic emission (AE) sensors. This combination of monitoring techniques in triaxial conditions 
is unique and allows monitoring a broad bandwidth of deformation, from slow (DSS, 0.25 Hz) to fast (AE, 100 
kHz to 1.5 MHz). Such conditions are currently inaccessible even to sophisticated X-ray computed tomography 
measurements31,48,49.

Previous triaxial tests on crystalline rock material, using only AE sensors, have shown the nucleation of a 
small number of AEs uniformly distributed over the sample during most of the test, and the later nucleation 
of clusters of AEs close to failure (approximately at 95% of the peak stress27,30). We have observed similar 
AE activity; however, in our study, the use of DSS has allowed the observation of early heterogeneities in the 
deformation field, which is related to quiescent damage generation during failure of the crystalline rock. These 
heterogeneities were observed as strain localizations that started at 80% of peak stress and continued to localize 
as the test progressed. The precursory AE clusters were generated inside the sample and in close proximity 
in regions that produced strain localization. This suggests that seismogenesis is generated within regions that 
reach a certain critical level of damage or zones with large strain gradient. Additionally, we observed the inverse 
correlation between the b-value (relative proportion of small to large seismic events) and volumetric strain rate 
prior to failure, which had been anticipated by stress corrosion models in rock fracture mechanics28,72.

Our results show that the distributed deformation is more informative than AE events in the early stages of our 
laboratory tests. The data collected by combining the DSS and AE methods could be used to validate theoretical 
and numerical models, which could provide further insights into the failure mechanisms of crystalline rock 
material. The observed inverse correlation may improve catastrophic failure assessment.

Extrapolating our small-scale results to large-scale natural applications is difficult, for example, due to the 
different bandwidth of the sensors. However, our laboratory results are qualitatively similar to recent field 
observations, suggesting that the failure mechanisms could be scalable. For instance, prior to the 2021 Yangbi 
earthquake, migrating foreshocks were driven by a slow deformation event5, and the inverse correlation between 
the b-value and volumetric strain rate has been observed in a natural gas field79. In addition, recently developed 
models of natural earthquakes proposed the formation of off-fault damage that progressively localizes to an 
eventual rupture zone12,13. Our data suggest a similar failure mechanism in laboratory settings. This similarity 
between the laboratory and field observations emphasises the importance of measuring the distributed 
deformations at both scales, and warrants the re-examination of the preparatory distributed deformations, when 
available, in case studies of large earthquakes.

Methods
Lithology and material properties
The test was performed on a sample of Rotondo granite that was collected from the Bedretto Underground 
Laboratory for Geosciences and Geoenergies (BULGG, Switzerland83). Rotondo granite belongs to the Gotthard 
massif, and two varieties have been identified within the tunnel: equigranular and porphyritic84,85. The sample 
was homogeneous, equigranular, and relatively fine-grained, light grey granite (aplitic granite) with variable 
biotite content85,86. The mineralogy observed in this type of Rotondo granite includes: quartz (25-35%); 
alkali feldspar (20-40%); plagioclase (10-25%); biotite (3-8%); and garnet, phengite, chlorite, epidote, apatite, 
muscovite, zircon and opaques as accessory minerals85,86. Based on the description in the literature, we estimated 
the average grain size of the Rotondo granite to be ~ 1 mm. This is comparable to the average grain size of the 
Westerly granite (0.75 mm87).

In general, Rotondo granite has a density of 2600 kg/m3, an elastic modulus of E = 50 GPa, and a Poisson’s 
ratio of ν = 0.3188. Under dry conditions, the experimental results showed an ultrasonic P-wave velocity (Vp) of 
3500 m/s and an S-wave velocity (Vs) of 1800 m/s. More information on the properties of Rotondo granite can 
be found in Section 1 of the Supplementary Material.

Experimental facilities
We conducted the current test using a triaxial rock deformation apparatus (LabQuake) located in the Rock 
Physics and Mechanics Laboratory (RPMLab, https://rpml.ethz.ch/) at ETH Zurich. This apparatus was designed 
to induce shear fractures in an intact crystalline rock specimen under high confining pressures. The confining 
pressure was applied using temperature-resistant oil. The axial load was imposed with a servo-hydraulic actuator, 
which was used in displacement control in this test. At a confining pressure of 10 MPa, which was the confining 
pressure in our experiment, the triaxial cell had an axial stiffness of 470 kN/mm.

Distributed strain sensing (DSS) system
Two types of optical fibres were used in our test: acrylate- and polyimide-coated fibres. The fibre selection 
accounted for two problems inherent in the triaxial environment. A further description of the DSS sensor 
selection is provided in Section 7 of the Supplementary Material.

An optical backscatter reflectometer (OBR 4600, Luna Innovations) was used to interrogate the fibres. This 
optical interrogator can measure large strains using the incremental post-processing method described by 
Salazar Vásquez et al.37. In this study, the DSS system was configured to provide spatial resolution of 5 mm at a 
sampling rate of 0.25 Hz. The strain rate was calculated as the centred difference approximation of the average 
of each segment.

AE system
AE sensors were designed in-house and constructed to provide a flat frequency response from 70 kHz to 1.5 
MHz, which decreased distortion in the physical interpretation of the wave field and allowed for the withstanding 
of high pressure and temperature conditions. Full details of the components and instrument responses of AE 
sensors with similar spectral responses were outlined in Selvadurai et al.89. Each individual AE sensor used in 
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this study was calibrated on a transfer plate to provide a quantitative interpretation of the AEs produced as the 
sample was driven to failure. Further details on the AE sensor construction and calibration process are provided 
in Section 7 of the Supplementary Material.

During the experiment, each acoustic data channel was continuously sampled (at 10 MHz with 16-bit) using 
the TraNET EPC data acquisition module (Elsys Instruments AG). Signals were preconditioned using analogue 
preamplifiers with +40 dB gain (Elsys AE-AMP). Details of the data acquisition system and the high-voltage 
pulsing unit have been outlined by Selvadurai et al.89. Every 120 seconds, a loop of active pulses performed a 
tomographic survey. Each sensor was pulsed 10 times, and the multiplexer (Elsys HVP-MUX) would switch 
to the next sensor until all 16 sensors were used. This allowed us to construct a detailed understanding of the 
velocity model at various stages of the experiment.

Instrumentation
Figure 8a shows the cylindrical sample of Rotondo granite with a height of h = 101.6 mm and a diameter of d 
= 49.5 mm. It was first wrapped using two types of optical fibres, according to the layout shown in Fig. 8b. The 
polyimide-coated fibre was used to measure the distributed axial strain in four equidistant vertical lines (A1, 
A2, A3 and A4). Overlapping the axial fibre were three loops around the perimeter of the sample (C1, C2 and 
C3) that measured the distributed circumferential strain using the acrylate-coated optical fibre at three heights. 
This layout was adapted from Salazar Vásquez et al.37, who explain, in particular, specifics of coupling between 
the optical fibre and the rock sample. To mitigate light attenuation issues, the sample was wrapped sequentially, 
starting with the thin polyimide fibre followed by the thicker acrylate fibre. Each fibre was interrogated every 
4 seconds using an optical switch. The measurements were processed with a spatial resolution of 5 mm. This 
resulted in 33 gauges per circumferential loop (total of 33 × 3 = 99) and 6 gauges per axial strand (total of 6 × 
4 = 24).

AE sensors were strategically placed at various locations on the surface of the sample. These locations were 
carefully chosen to ensure that they did not overlap with any areas where the fibres were bonded; such overlap 
could potentially damage the fiber during confinement. Sixteen acoustic sensors were sealed in a nitrile rubber 
jacket that kept the confinement oil separate from the sample. Sensors were mounted in the portholes using two 
coats of two-part epoxy (Hysol EA 9455) applied at 8-hour intervals and oven-cured (T = 60 °C for 8 hours). 
The sample implemented with the optical fibres was carefully inserted into the jacket that already housed the AE 
sensors. The final position of the optical fibres and AE sensors are shown in Fig. 8b, which was confirmed with 
the XR-CT images.

Experimental protocol
Figure 8c shows a schematic view of the triaxial setup used in this experiment. Hydraulic oil was used to apply 
the radial stress (σ3) to the sides of the sample. The nitrile jacket acted as a barrier, isolating the oil from direct 
contact with the sample. Axial stress (σ1) was applied from the top of the sample, by moving the piston position 
(xLP ). Differential stress was defined as the difference between axial and radial stress (σD = σ3 − σ1). The 
loading procedure (Fig. 2a) was designed to slow the later stages of failure when microfractures begin to coalesce 
into larger macro-fracture(s). This procedure served two purposes: to slow down the rate of AEs and to allow for 
more DSS measurements (see Section 5.2).

A constant confining pressure of Pc = 10 MPa was applied to the intact and dry Rotondo sample. After 
the confinement phase, an external constant axial loading rate of d(xLP )/dt = 0.5µm/s was imposed, which 
translate to 4.9 µε/s. Due to the cell stiffness, the strain rate measured with the LVDTs was 2.1 µε/s across the 
sample. Loading was paused when a nominal differential stress of σD  = 230 MPa was reached and held for 
5 minutes. During the holding phase, the sample was allowed to relax while the piston was held in position. 

Fig. 8. Rotondo granite sample instrumentation. (a) Sample implemented with both types of optical fibres 
before jacketing. (b) Unwrapped surface of the sample with the location of the implemented AE and DSS 
sensors. Polyimide-coated fibre (yellow) overlapped by the acrylate-coated fibre (green). (c) Schematics of 
the triaxial setup with AE sensors and the optical fibres used for DSS. A picture of the sample mounted in the 
triaxial device is given in Section 7 of the Supplementary Material.

 

Scientific Reports |        (2024) 14:29954 13| https://doi.org/10.1038/s41598-024-75942-9

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


Load-hold steps were resumed with 10 MPa steps in differential stress, with each step followed by 5 minutes of 
position hold. Eight of these load-hold steps (t1 through t8) were implemented before the sample finally failed 
spontaneously at time tf . After the differential stress drop (tf ), the piston was held in position for 2 minutes. 
Finally, the axial loading rate was resumed for 5 minutes to stress the macrofracture that had formed.

After the test, the fractured sample was retrieved and scanned using a high resolution X-ray at McGill 
University. The XR-CT scanning system uses a 420 kV tungsten X-ray source. To maintain the integrity of the 
fractured sample, it remained in the nitrile jacket. Images were collected horizontally across the sample diameter 
in 1 mm-thick slices at a resolution of 512 x 512 pixels. Numerical artifacts were removed from the images using 
Matlab. Further details of similar facilities and techniques can be found in Ketcham and Carlson90.

AE data processing
Parsing data
The AE catalogue was generated through analysis of the continuous recordings from the 16 calibrated AE sensors. 
The recordings were first analyzed using the short-time average/long-time average (STA/LTA) algorithm. This 
standard algorithm calculates the signal average on two moving windows: a short-time window (STA) and a 
long-time window (LTA). Picks determined were used as event classifiers. Events were considered when the 
STA/LTA found picks on a minimum of 12 detections within a time frame of 70 μs. This window corresponds to 
a predetermined maximum delay in P-wave travel time from any location within the sample.

Once an event was classified, a second picking phase detected the onset of the first arrival P-wave using the 
Akaike Information Criteria (AIC, 91). This was completed in a shorter time window (100 μ) around the STA/
LTA pick and is a common technique used to detect first-break arrivals due to AEs in laboratory tests92.

We used a standard inversion of P-wave arrival times. P-wave onsets were taken from the AIC picks, using a 
minimum of eight sensors to compute the source locations. Out of the 6,034 events, 95% were located using up 
to 14 sensors. The source locations of the seismic events were determined using a homogeneous velocity model 
derived from the active surveys performed every 120 seconds. For more details on the AE methods, see Bianchi 
et al.93,94.

Focal mechanisms and moment tensor inversion
Aki and Richards95 defined seismic source representation using the generalized theory of elastic wave propagation 
as

 uk(x, t) = mjp(ξ, τ) ∗ gkj,p(x, t : ξ, τ), (1)

where ∗ represent the convolution in time, gkj,p(x, t : ξ, τ) is the spatial derivative of the Green’s function 
which describes the displacement in the k direction at point x and time t due to a unit impulsive force at location 
ξ in the direction j at time τ , and mjp is the moment tensor (MT96). This theory holds as long as the source-
receiver distance is long enough.

Moment tensor representation has been successfully applied to AE sources generated in laboratory experiments 
on rock samples (e.g.,97–99). We adopted this approach by implementing the ‘focimt’ script within the Matlab-
based software package98 hybridMT. For each AE source, the incident and take-off angles were P-wave ray paths 
travelling from the source to the receiver. A straight ray was assumed, and the incident angle to the sensitivity 
vector ti described the measurement direction of the AE sensors. We assumed that ti was oriented in the same 
direction as the computed instrument response. The low-frequency displacement plateau – commonly computed 
as the area under the first P-wave ground displacement pulse – is required for the MT inversion. Traditionally, 
this metric is difficult to quantify for AE sensors that measure ground motion in terms of the voltage generated 
by compression of the piezoelectric crystal. In our case, the sensors were calibrated independently, allowing us to 
compute the low-frequency displacement plateau Ω0 directly using spectral deconvolution with the instrument 
response in the Fourier domain. Ω0 was estimated as the mean value between 100 kHz < f < 500 kHz of the 
corrected displacement spectra, as this band dominates the AE recordings99. This formalization allowed us to 
produce MT solutions with absolute estimates of the seismic magnitude.

The output of the hybridMT algorithm included all six components of the second order symmetric moment 
tensor Mpq  as well as the error in the solution. The source moment magnitude Mw = 2/3 log10 M0 − 6.03100 
was used to characterize the intensity of the events, where M0 (units Nm) was the scalar seismic moment101, 
defined as one-third of the trace of the moment tensor (Mqq/3).

Spatial and temporal analysis
Sub-catalogues consisting of Ntot = 480 events were used in a running window to study the temporal evolution 
of the spatial and frequency-magnitude distributions. Statistical parameters were computed for each sub-
catalogue by adding and removing individual AEs in a “first in, last out” (FILO) methodology.

Earthquakes and AEs in the laboratory are often characterized by the well-known Gutemberg-Richter law21. 
This law can be rewritten as an exponential distribution of the magnitudes Mw ,

 f(Mw) = βe−β(Mw−Mc), (2)

where Mc is a cutoff magnitude, referred to as the magnitude of completeness, and β is the slope in the semi-
logarithmic plane, indicating the relative proportion of small to large earthquakes in a given region. In Eq. 2, we 
have replaced the conventional b-value with β = b ln(10) for mathematical convenience.

Scientific Reports |        (2024) 14:29954 14| https://doi.org/10.1038/s41598-024-75942-9

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


Traditionally, parameter β in the GR frequency-magnitude relation (Eq. 2) is computed by the least squares 
or maximum likelihood method on the magnitude sub-catalogues20,22. However, we adopted the β-positive 
method to interpret the properties of the frequency-magnitude distribution102, as this method takes advantage 
of the exponential nature of the GR distribution. Van der Elst102 showed that the distribution of magnitude 
differences (M ′

w) between any two consecutive earthquakes follows the Laplace distribution, which is defined as

 f(|M ′
w|) = βe−β|M′

w|. (3)

The laplace distribution slope in the positive semi-logarithmic space (β-positive) is identical to the distribution 
of magnitudes (Mw). We estimated the b-value as

 
β̂ = 1

δ ln(10) coth−1
(1

δ
M̄ ′+

w − M ′
c + δ

)
, (4)

where M̄ ′+
w  is the positive magnitude differences of the M ′

w  sub-catalogue, δ is the bin size and M ′
c is the cut-

off magnitude of the positive magnitude difference distribution. A notable feature of this derivation is that the 
choice of M ′

c does not greatly influences the estimate. This allowed us to compute β̂ (referred to as b-value in this 
article) within our potentially incomplete data set. We used M ′

c = 0.07 and δ = 0.01 to calculate the b-value 
reported in this article. A quantitative justification of these parameters and a sensitivity analysis of M ′

c and δ are 
presented in Section 9 of the Supplementary Material.

The standard error of the b-value (δb) was estimated as103

 

δb = ln(10)b2
√∑

i

(Mi − M̄w)2/(Ntot(Ntot − 1)), (5)

where M̄w  is the average of the magnitude in the sub-catalogue. Figure 9 illustrates the b-value estimates using 
three selected sub-catalogues. We compared the statistics of an early sub-catalogue (tβ) to the sub-catalogues 
with the maximum (tδ) and minimum (tω) b-values. The timestamps of the selected sub-catalogues are shown in 
Fig. 3d. Figure 9a shows the magnitude distribution of the events, while Fig. 9b shows the magnitude difference 
distribution102. Estimates of the b-value obtained using Eq. 4 are depicted with solid lines.

Spatial clustering of events was investigated quantitatively by applying a fractal analysis. To define the fractal 
dimension of the AE hypocenters that varied at different phases of the experiment, we used the Pair Correlation 
Function (PCF)

 C(r) = N(s < r)/N2
tot. (6)

The PCF allowed us to quantify the variability in the separation distance, s, less than a certain value, r, between 
each pair of AEs, N104. For our catalogues, we found that the PCF in the Eq. 6 is approximately linear between r 
= 1 and 50 mm when fitted in a log-log space. This linear fit suggests a fractal pattern in the spatial distribution 
of AE hypocentres (e.g., 28). For this correlation (fractal) dimension, D is given as105

 C(r) = αrD, (7)

Fig. 9. Examples of three selected sub-catalogues that were statistically analyzed in our test. The timestamps 
of the three sub-catalogues are shown in Fig. 3d. (a) Magnitude distribution of the selected sub-catalogues. (b) 
Magnitude difference distribution and b-value (β-positive) estimates102.
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where α is related to the number of events in the catalogue. For more details on this method and its robustness, 
see Goebel et al.106.

Aseismic and seismic inelastic volumetric deformation
The total inelastic deformation (∆εDSS) was calculated as the difference between the measured volumetric 
strain and the projected linear-elastic behaviour (i.e., dilatancy[107). More details for this is found in Section 8 of 
the Supplementary Material. We can compute the aseismic component of inelastic strain (∆εa) by subtracting 
the inelastic seismic component (∆εAE) from the total inelastic deformation, given by

 ∆εa = ∆εDSS − ∆εs. (8)

Two models are used to estimate the inelastic seismic volume change due to AEs in our experiment95. Shear 
collapse occurring in a homogeneous isotropic body during an AE event is estimated as63

 
∆εAE

ii = M0

2µVact
, (9)

where µ is the second Lamé parameter and Vact is the “activated” volume experiencing seismicity (Fig. 6a). A 
second estimate considers an AE event caused by a spherical volume undergoing a transformational expansion, 
where the inelastic seismic strain can be expressed as95

 
∆εAE

kk = M0

(3λ + 2µ)Vact
, (10)

where λ is the first Lamé parameter.

The activated seismic volume Vact is used rather than the total sample volume (V0 = πd2h/4). To estimate the 
activated seismic volume, a convex hull is drawn around the same sub-catalogs of AEs that are used to construct 
the b- and D-value analysis in Section 5.5. To understand the effect of the activated volume, we consider the 
100th percentile (green region in Fig. 6a) and the 95th percentile (gold region in Fig. 6a) of the Mahalanobis 
distance108 of the AEs in each sub-catalog. Once the activated volumes are determined in time, these values are 
interpolated to the time stamps of each AE in the full catalog to study the cumulative inelastic seismic volume 
change due to AEs in our experiment.

We report the seismic-to-aseismic ratio as that of the cumulative inelastic seismic strain ∆εAE  to the inelastic 
aseismic strain ∆εa,

 
γ =

∑
∆εAE

∆εa
. (11)

Since we cannot discern between purely shear (∆εs
ij) or isotropic (∆εs

kk) source mechanisms, we evaluate both 
independently to determine the bounds for γ.

Data availability
DSS, XR-CT scan and the raw acoustic waveforms of the detected passive events and active shots are available 
at the ETH Zurich Data Collection (http://hdl.handle.net/20.500.11850/638141). The continuous passive AE 
recordings are stored on the Bedretto Underground Laboratory server and are available upon request due to 
their large size. .
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