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Summary
Background Pathologist-read tumor-infiltrating lymphocytes (TILs) have showcased their predictive and prognostic
potential for early and metastatic triple-negative breast cancer (TNBC) but it is still subject to variability. Artificial
intelligence (AI) is a promising approach toward eliminating variability and objectively automating TILs
assessment. However, demonstrating robust analytical and prognostic validity is the key challenge currently
preventing their integration into clinical workflows.

Methods We evaluated the impact of ten AI models on TILs scoring, emphasizing their distinctions in TILs analytical
and prognostic validity. Several AI-based TILs scoring models (seven developed and three previously validated AI
models) were tested in a retrospective analytical cohort and in an independent prospective cohort to compare
prognostic validation against invasive disease-free survival endpoint with 4 years median follow-up. The development
and analytical validity set consisted of diagnostic tissue slides of 79 women with surgically resected primary invasive
TNBC tumors diagnosed between 2012 and 2016 from the Yale School of Medicine. An independent set comprising
of 215 TNBC patients from Sweden diagnosed between 2010 and 2015, was used for testing prognostic validity.

Findings A significant difference in analytical validity (Spearman’s r = 0.63–0.73, p < 0.001) is highlighted across AI
methodologies and training strategies. Interestingly, the prognostic performance of digital TILs is demonstrated for
eight out of ten AI models, even less extensively trained ones, with similar and overlapping hazard ratios (HR) in the
external validation cohort (Cox regression analysis based on IDFS-endpoint, HR = 0.40–0.47; p < 0.004).

Interpretation The demonstrated prognostic validity for most of the AI TIL models can be attributed to the intrinsic
robustness of host anti-tumor immunity (measured by TILs) as a biomarker.However, the discrepancies betweenAImodels
should not be overlooked; rather, we believe that there is a critical need for an accessible, large, multi-centric dataset that will
serve as a benchmark ensuring the comparability and reliability of different AI tools in clinical implementation.
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Research in context

Evidence before this study
In the last years, tumor-infiltrating lymphocytes (TILs) have
become increasingly significant, showcasing their predictive
and prognostic potential for early and metastatic triple-
negative breast cancer (TNBC). However, TILs remain a semi-
quantitative biomarker that is susceptible to inter-observer
variability. Over the last couple of years, different machine-
learning approaches have been proposed to score anti-tumor
immunity to overcome low-scoring variability (PubMed
search: TILs + artificial intelligence, 2024026). There are many
histopathology-focused AI systems commercially available,
yet the adoption of computational pathology has been
minimal. Although software manufacturers provide validation
to regulatory bodies to prove the use of the AI tool necessary
for their approval (FDA clearance or CE marking as an
example), independent validation studies mimicking the
challenges of real-life clinical practice are lacking. Furthermore,
there are no studies comparing various AI models focusing on
both analytical and prognostic validity.

Added value of this study
We show evidence of variability among ten AI-based TILs
scoring models with respect to their analytical validity when
considering both internal and external validation cohorts.
Regarding prognostic validity, eight out of ten models were
found to be statistically significant in an independent
prospective cohort against invasive disease-free survival, with
similar and overlapping hazard ratios. Interestingly, even
models with fewer training samples exhibited robust
prognostic potential compared to similar methods trained on
larger datasets.

Implications of all the available evidence
We believe that the prognostic robustness of the host anti-
tumor immunity as a biomarker (measured by TILs), may lead
to even less extensively trained models, performing
comparably well in assessing outcomes. However, this may
result in models that have overfitted to their respective
training datasets, limiting their applicability in clinical
practice. Our study demonstrates the need for comparability
between different AI methodologies before clinical
implementation.
Introduction
The last five years have borne witness to the unprece-
dented development of novel therapies for early-stage
breast cancer.1,2 There is an urgent need for systematic
implementation of biomarker-driven risk stratification to
avoid over- and under-treatment to accurately select pa-
tients who will benefit from additional therapy. The
quantity of lymphocytes infiltrating the tumoral stroma
(stromal tumor-infiltrating lymphocytes, sTILs) on stan-
dard haematoxylin and eosin (H&E) stained formalin-fixed
paraffin embedded (FFPE) tissue is known to be a robust
prognostic feature in early-stage triple-negative breast
cancer (TNBC)3–8 where high levels of sTILs effectively
down-stage clinical risk compared to staging according to
clinicopathological features alone.9 The International
Immuno-Oncology Biomarker Working Group on Breast
Cancer (TIL-WG) has produced guidelines to standardize
sTIL assessment with demonstrable reproducibility.5,10–12

However, inter-observer variability remains inevitable as
sTILs scoring is a semi-quantitative biomarker that is
inherently limited in its capacity to capture the complexity
of tumor-immune microenvironment (TME).

Computational analysis of digital pathology images
through machine learning algorithms can address
standardization issues and has the potential to learn
from image-based features that exist beyond the
perception of the human eye. This additional precision
and spatial detail may yield more complex and robust
predictions than simple quantification of TILs.13–16

Demonstrating robust analytical and clinical validity
are the key challenges currently preventing the effective
integration of AI-TILs models into clinical workflows.
Unaddressed, this poses an unacceptable risk when it
comes to clinical decision-making.17–19 Access to high-
quality, high-volume training, test and validation data-
sets is critical to avoid “over-fitted” models that only
perform well on data with certain features and lack
external validity.20,21 Furthermore, there is still insuffi-
cient evidence regarding how different AI models affect
TILs assessment distinctly. To address these issues, this
study aims to compare the analytical and prognostic
performance of ten AI-based TIL assessment models.
The gold standard of this study regards manual sTILs
scoring from two expert pathologists.
Methods
Patient cohorts
Yale cohort: analytical validity
Diagnostic whole tissues section slides (WTS) of 106
women with surgically resected primary invasive (stage
I-III) TNBC tumors diagnosed between 2012 and 2016
were obtained from the Yale School of Medicine
Department of Pathology archives. The data were
www.thelancet.com Vol 78 December, 2024
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retrieved under permission from the Yale Human
Investigation Committee protocol #9505008219 to
DLR.22 A selection of one digital slide was considered for
four patients with duplicate slides based on the presence
of artifacts and invasive tumor areas. Thirteen slides
were excluded due to the absence of invasive tumor or
the presence of extensive artifacts. Finally, 92 digital
slides of 79 patients (Table 1) were used for training
(N = 50) and internal testing of the analytical perfor-
mance of the models (N = 42). All slides were stratified
at the patient level to prevent any data leakage between
the training and internal validation sets.

Swedish cohort: clinical validity
A Swedish cohort comprising WTS and clinical data
from 215 women with surgically resected TNBC was
used as an independent external cohort to validate the
prognostic performance of all models. The patients
included were enrolled in the prospective, observational,
population-based SCAN-B study (ClinicalTrials.gov ID
NCT02306096)23,24 between 2010 and 2015 and has been
reported previously25 (Table 1). The SCAN-B study was
approved by the Regional Ethical Review Board in Lund,
Sweden (applicable registration numbers 2009/658,
2015/277, 2016/742, 2018/267, and 2019/01252). Three
patients were excluded from the analysis due to image
Yale cohort Swedish cohort p-valueb

Cases 79a 215 –

Age

<50 21 (26.6%) 49 (23%) 0.6

≥50 58 (73.4%) 166 (77%)

Tumor size

≤20 37 (46.8%) 108 (50.2%) 0.7

>20 42 (53.2%) 107 (49.8%)

Continuous (mm) 21 (15–30.5) 21 (15–30) 0.78

Histologic grade

2 17 (21.5%) 22 (10.2%) 0.02

3 61 (77.2%) 190 (88.4%)

NA 1 (1.3%) 3 (1.4%)

Nodal status

Negative 52 (65.8%) 132 (61.4%) 0.64

Positive 27 (34.2%) 81 (37.7%)

NA – 2 (0.9%)

Chemotherapy

No 12 (15.2%) 57 (26.5%) 0.46

Yes 46 (58.2%) 158 (73.5%)

NA 21 (26.6%) –

Follow-up (years)

Follow-up time 10.63 (6.3–16.4) 3.94 (3.2–5.32) –

For dichotomous variables, number of samples and prevalence percentages are
reported. For continuous variables, median as well as first and third quartiles are
reported. aEQC cohort: 92 slides from 79 patient cases. bChi-squared test for
categorical variables and Mann–Whitney test for continuous variables.

Table 1: Clinical characteristics of patients included in the study.
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processing problems. Since TNBC cases are just
10–15% of breast cancer patients,26 we believe that the
cohorts of our study, especially the external validation
one with 215 patients, are representative of the TNBC
population. Furthermore, the only variable showing a
statistically significant difference between cohorts was
grade, which is also subject to high variability between
pathologists27 (Table 1).

Digital-image analysis
Image data acquisition and processing techniques
Whole slide scanning of stained slides was performed at
20× using the Leica Aperio ScanScope, Controller
v10.2.0.2359 and ScanScope Console v10.2.0.2352
imaging software.22 For the WTS Swedish cohort, H&E-
stained slides were digitized using the NanoZoomer 2.0-
HT (Hamamatsu Photonics K.K.) platform at 20×, with
a pixel size of 0.4537 × 0.4537 mm.25

Supervised machine learning models
The QuPath open-source software platform (version
0.3.2) was used to build automated TILs scoring algo-
rithms.28 A flowchart for the quantitative analysis of
tissue images is illustrated in Fig. 1. First, regions of
interest (ROI) including invasive cancer areas were
drawn in QuPath following the guideline proposed by
the ITWG11 as follows: (i) Include TILs within the bor-
ders of the invasive tumor, including both “central tu-
mor” and “invasive margin”. (ii) All mononuclear cells
(including lymphocytes and plasma cells) should be
scored, but polymorphonuclear leukocytes are excluded.
(iii) Exclude TILs at a distance outside of the tumor
borders. (iv) Exclude TILs around in situ regions and
normal lobules. (v) Exclude areas with crush artifacts,
necrosis, and regressive hyalinization. Stain-vectors esti-
mation was performed for each slide to obtain a
normalized representation of each stain-component.
Watershed cell detection was used to segment the cells
in the image with the default settings. Smoothed object
features at 25 and 50 μm radius were computed to
supplement the existing measurements of individual
cells. Models from three different families of models (K
Nearest Neighbor–KNN, Random Trees -RT, Neural
Network–NN) were trained on a subset of 10 training
images. Based on the evaluation of those models,
additional training scenarios were explored, training the
best performing model on an increasing number of
patient samples (i.e. using 20, 30, 40 and 50 samples).
For clearer reference, the naming of each method
complies with the following pattern: MN, where M is
the name of the method and N is the number of training
samples used. The clinical characteristics of all patients
included in each training set of the NN10-50 classifiers,
as well as the internal validation subset of the Yale
cohort are presented in Supplementary Figure S1.

The training of each classifier was done based on a
human-in-the-loop strategy, while multiple rounds of
3
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Fig. 1: Digital image analysis flowchart for classifiers development and utilization. (a) Preprocessing and classifiers training pipeline (KNN10,
RT10, NN10, NN20, NN30, NN40 and NN50). (b) Application of TILs models. (c) Analytical evaluation of the classifiers on the Yale internal
validation set. (d) Prognostic evaluation in an independent validation set. Note that the “trained classifier” applied in sub-figures b-d is the one
created in a, in addition to HoverNet, CellViT and Abousamra’s.
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review and correction were required to achieve optimal
performance. At first, each image contained manual
annotations for approximately 450 cells, with a mini-
mum number of 150 tumor cells and 150 immune cells
(lymphocytes). The rest 150 cells were both classified as
stroma or “other” subtypes (including necrosis and
epithelial cells, among others). All the cells were
selected individually upon the entire invasive tumor
area, ensuring heterogeneity throughout the sample was
considered. Therefore, different annotations were used
to ensure unbiased selection of region of interests
(ROIs) with respect to each classifier. This decision was
based on the assumption that each classifier would have
been partly biased by the interactive training of the
immediate previously trained one, if there would have
been overlapping annotated ROIs. Additional annota-
tions were added at each step if adequate classification
performance was not met. Adequate classification per-
formance was set to be an accuracy of 95% within
QuPath’s classifier training module. This step was per-
formed by JMV, being supervised by expert pathologists
BA and JH.

Deep-learning modes
Three deep learning models were included in the study
as independent predictors, i.e. HoverNet,29 CellViT30 and
Abousamra et al.31 The former two regard cell segmen-
tation Convolutional Neural Network (CNN) models that
detect and phenotype cells. Both have been pretrained
on the PanNuke dataset,32 encompassing nearly 200,000
nuclei across 19 tissue types, including breast. The
predicted classes include neoplastic epithelial, inflam-
matory, connective, necrotic, and non-neoplastic
epithelial cells, which were transformed into tumor,
immune, stroma, and other cells for TILs scoring in
QuPath. On the other hand, Abousamra’s model was
trained on 23 cancer types for tile-level classification (i.e.
whether small image patches–50 × 50 μm2–contain
lymphocyte cells or not) rather than cell detection.31

While there is a significant methodological disparity
between Abousamra’s model and the rest, we believe
that including it as a baseline independent predictor is
valuable for the study.

TILs scoring
The easTILs formula was used to calculate digital TILs
scoring14 for the models that are based on cell detection
(i.e. all but Abousamra’s). The mathematical formula is
described as easTILs = 100 * [sum of TILs area (mm2)/
stroma area (mm2)], where stroma area (mm2) = sum of
tumor region areas analyzed (mm2)—sum of tumor cell
area (mm2). For Abousamra’s model, the percentage of
www.thelancet.com Vol 78 December, 2024
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invasive cancer region predicted as lymphocyte patches
is calculated and used as TILs scoring. The pathologists’
assessment of sTILs scores was conducted on a non-
overlapping subset of the data, with BA evaluating one
half and JH evaluating the other, following international
guidelines for TILs assessment.

Statistical analysis
For evaluating the analytical performance of the models,
classification metrics were used based on 2500 anno-
tated cells across 5 slides. Spearman’s correlation coef-
ficient was computed to evaluate the correlation of the
manual sTIL score of the pathologists and the easTIL
scores of each AI-based model based on both the in-
ternal and external validation sets. Invasive disease-free
survival (IDFS) was defined according to STEEP guide-
lines,33 as the time from diagnosis to either death of any
cause or invasive breast-cancer related events (loco-
regional and distant recurrence). TILs scoring mea-
surements were dichotomized for Kaplan–Meier plots
based on a 10% cut-off34–38 and presented as supple-
mentary files (Supplementary Figure S2), with
Fig. 2: Boxplots of all TILs scoring methods in the internal validation Yale c
the outlined solid box represents the 25th–75th percentile, the black ver
outliers from the distribution.

www.thelancet.com Vol 78 December, 2024
differences in survival times being tested using the log-
rank test. However, TILs scoring measurements are
utilized as continuous variables for Cox regression
analysis in the main manuscript, due to the inherent
differences in their distributions (Figs. 2 and 3). Scatter
and histogram plots of TILs scores of each method
against manual assessment of sTILs are also presented
for the internal and external validation sets in
Supplementary Figures S3 and S4 respectively. Univar-
iate and multivariate Cox regression analyses were per-
formed to assess the prognostic value of TILs scores
when adjusted for key clinicopathological variables, i.e.
age, tumor size, histologic grade, and nodal status. Age
and tumor size variables are used in a dichotomized
form based on cut-off values of 50 years and 20 mm
respectively. The results of Cox proportional hazard
models are shown in forest plots as hazard ratio (HR)
with 95% confidence interval (CI) and Wald test p-
values. Forest plots for dichotomized TILs scores are
presented in supplementary files (Supplementary
Figures S5 and S6). Forest plots for the chemotherapy-
administered subgroup (N = 158–73.5% of the external
ohort. The horizontal black line in the boxplots indicates the median,
tical lines represent the range of the data distribution and dots are

5
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Fig. 3: Boxplots of all TILs scoring methods in the external SCAN-B validation cohort. The horizontal black line in the boxplots indicates the
median, the outlined solid box represents the 25th–75th percentile, the black vertical lines represent the range of the data distribution and dots
are outliers from the distribution.
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validation cohort) are also presented in supplementary
files (Supplementary Figures S7 and S8). For the sake of
conserving space, hazard ratios for adjusted variables
were omitted from the multivariate forest plots, as the
primary focus of this study is the effect of TILs scoring
and all covariates are established biomarkers in TNBC
but are presented in Supplementary Figure S9 for
reference. The proportional hazard assumption has
been checked with the cox.zph function of R’s survival
package (version 3.5.8) and is maintained for all
machine-read TILs variables. The level of significance
for all statistical tests is set at 5%. Performance evalua-
tion and statistical analyses were performed using Py-
thon version 3.9 and R version 4.3.2 software.

Role of funding
The funder of the study had no role in the design and
conduct of the study; collection, management, analysis,
and interpretation of the data; preparation, review, or
approval of the manuscript; and decision to submit the
manuscript for publication.
Results
Analytical validity
Considering the evaluation of the analytical perfor-
mance of the models, we first report the findings on the
internal validation set of the Yale cohort. KNN10 and
RT10 showed the widest TILs score distribution, while
NN-based models showed similar and consistent dis-
tributions of TILs scoring amongst themselves (Fig. 2).
On the other hand, HoverNet- and CellViT-based mea-
surements exhibited the narrowest distributions, while
Abousamra’s exhibited the widest distribution, like
Manual sTILs (Fig. 2). The correlation of TILs scoring
against manual sTILs assessment varied across models
(Fig. 4). KNN10 correlated moderately with sTILs
(r = 0.72, p < 0.001), while NN10 achieved slightly better
results (r = 0.79, p < 0.001). RT10 achieved the best
correlation amongst the models trained on a limited
number of patient samples (r = 0.81, p < 0.001).
Increasing the number of training samples in the model
training resulted in gradually increasing correlation co-
efficient with the gold standard pathologist-read sTILs
www.thelancet.com Vol 78 December, 2024
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Fig. 4: Spearman’s correlation coefficient matrix for all methods and manual sTILs in the internal validation set of Yale cohort. The bottom part
of the diagonal shows the bivariate scatter plots with a fitted line. The upper part of the diagonal shows the correlation coefficient value and
the significance level as stars. The three stars correspond to a p-value <0.001.
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(NN20: r = 0.81, p < 0.001; NN30: r = 0.82, p < 0.001;
NN40: r = 0.84, p < 0.001; NN50: r = 0.83, p < 0.001).
HoverNet and CellViT achieved the second highest
correlation with sTILs (r = 0.83, p < 0.001). Finally,
Abousamra’s model resulted in good correlation as well
(r = 0.82, p < 0.001).

To have an unbiased overview of all TILs scoring
methods in terms of their analytical performance, we
also present the boxplot figure and correlation matrix as
calculated in the external SCAN-B validation cohort
(Figs. 3 and 5 respectively). The distributions of TILs
scores of all methods were much narrower and the
median scores were smaller in the external validation
cohort than in the internal cohort (Fig. 3). All correlation
coefficients decreased in value, with KNN10 still
showing the lowest correlation with manual sTILs
www.thelancet.com Vol 78 December, 2024
(r = 0.63, p < 0.001). NN50 and RT10 performed the best
(NN50: r = 0.73, p < 0.001; RT10: r = 0.72, p < 0.001).
However, increasing the number of training samples
did not improve the correlation with pathologist-read
sTILs (NN10: r = 0.70, p < 0.001; NN20: r = 0.68,
p < 0.001; NN30: r = 0.70, p < 0.001; NN40: r = 0.68,
p < 0.001; NN50: r = 0.73, p < 0.001). The deep learning-
based CellViT, HoverNet, and Abousamra’s models
showed comparable correlation indices with pathologist-
read sTILs (CellViT: r = 0.64, p < 0.001; HoverNet:
r = 0.67, p < 0.001; Abousamra’s: r = 0.70, p < 0.001),
similarly to the KNN, NN and RT models.

Clinical validity
Associations of models and patient outcome were
investigated in the external Swedish SCAN-B validation
7
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Fig. 5: Spearman’s correlation coefficient matrix for all methods and manual sTILs in the external SCAN-B validation cohort. The bottom part of
the diagonal shows the bivariate scatter plots with a fitted line. The upper part of the diagonal shows the correlation coefficient value and the
significance level as stars. The three stars correspond to a p-value <0.001.
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cohort using IDFS as clinical endpoint. Kaplan–Meier
plots with log-rank test showed significant differences
in most, but not all, models between the low and high
TIL patient groups subgroups (i.e. low vs high TILs
based on a 10% cut-off) regarding IDFS endpoint
(Supplementary Figure S2). Moreover, the models with
significant results achieved a very robust HR (0.40–0.47)
at 10% cut-off, except CellVit (HR = 0.20)
(Supplementary Figure S5; Adjusted HRs for the
dichotomized scores are illustrated in Supplementary
Figure S6). When considering a univariate Cox regres-
sion analysis using continuous TILs scoring measure-
ments due to the different scoring distributions found
in the analytical setting, all models except Abousamra’s
(HR = 0.98, 95% CI = [0.97–1.0], p = 0.099) achieved
statistically significant results (Fig. 6). All the significant
models (9 out of 10) showed comparable and over-
lapping hazard ratios as follows: HoverNet HR = 0.91
(95% CI = [0.86–0.97], p = 0.004), CellViT HR = 0.93
(95% CI = [0.87–1.0], p = 0.048), KNN10 HR = 0.96 (95%
CI = [0.93–0.99], p = 0.003), RT10 HR = 0.95
(95% CI = [0.93–0.98], p = 0.002), NN10 HR = 0.96 (95%
CI = [0.94–0.98], p < 0.001). Increasing the training
samples resulted in similar hazard ratios (Fig. 6), with
NN50 exhibiting a HR = 0.96 (95% CI = [0.93–0.98],
p = 0.002). For reference, manual sTILs assessment
resulted in a HR = 0.98 (95% CI = [0.97–1.00],
p = 0.007). When adjusting for age group, tumor size
group, histologic grade, and nodal status, all models
achieved similar results to their univariate counterparts
(Fig. 7). However, CellViT and Abousamra models
showed borderline non-significant results with a
www.thelancet.com Vol 78 December, 2024
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Fig. 6: Forest plot for the univariate Cox analysis of continuous TILs scores of all methods, using IDFS as clinical endpoint, in the SCAN-B
validation cohort. The black squares regard the hazard ratio values, while the horizontal error bars indicate the confidence interval (CI). The
CI is also shown in parentheses next to the hazard ratio value. The number range at the bottom of the plot regards the hazard ratio values,
while the dotted vertical line pinpoints the point where HR = 1.

Fig. 7: Forest plot for the multivariate Cox analysis of continuous TILs scores of all methods (adjusted for age group, tumor size group, grade
and nodal status), using IDFS as clinical endpoint, in the SCAN-B validation cohort. Hazard ratios for the adjusted variables are not illustrated to
conserve space. The black squares regard the hazard ratio values, while the horizontal error bars indicate the confidence interval (CI). The CI is
also shown in parentheses next to the hazard ratio value. The number range at the bottom of the plot regards the hazard ratio values, while the
dotted vertical line pinpoints the point where HR = 1.
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HR = 0.94 (95% CI = [0.88–1.01], p = 0.097) and
HR = 0.98 (95% CI = [0.97–1.00], p = 0.122) respectively.
All models showed similar adjusted HR values for the
chemotherapy-administered subgroup of the validation
cohort, with all but Abousamra model being significant,
for both continuous and dichotomized TILs scores
(Supplementary Figures S7 and S8).
Discussion
There are many histopathology-focused AI systems
commercially available, yet computational pathology has
been slow to be widely adopted. While good-quality
digitized tissue slides have been around for many
years and received FDA approval in 2017, the adoption
by pathology laboratories has been minimal. Although
software manufacturers provide validation to regulatory
bodies to prove the use of the AI tool necessary for their
approval (FDA clearance or CE marking as an example),
running large-scale studies mimicking the challenges of
real-life clinical practice can prove difficult to do. Over
the last couple of years, different machine-learning ap-
proaches have been proposed to score anti-tumor im-
munity, resulting in a variety of TIL biomarkers with
potential clinical applicability. However, many of these
machine-learning-derived TIL biomarkers lack the
broad validation essential for clinical adoption.
Furthermore, there is a need for studies comparing
various AI models focusing on both analytical and
prognostic validity.

In this study, we compared the analytical and prog-
nostic validity against invasive disease-free survival of
ten AI-based TIL assessment models in TNBC tumors
from the prospective Swedish SCAN-B study. Seven
models (i.e. KNN, RT, and NN) were constructed within
QuPath for automated TILs assessment. Additionally,
we employed three pre-trained and validated advanced
convolutional neural network (CNN) models, i.e. Hov-
erNet,29 CellViT,30 and Abousamra et al.,31 as indepen-
dent state-of-the-art predictors. When examining the
analytical performance of different AI model method-
ologies, we found a moderate–good correlation among
the different AI models even when these models were
trained on an extensive number of samples. Models
with similar architecture (NN10-NN50) showed high
correlation irrespective of the training samples.

Disparities in the analytical performance are shown
when considering the correlation between machine-read
TILs scoring and manual assessment of sTILs in inter-
nal and external validation. In the internal validation set,
all AI models showed a good correlation with the
pathologist-read TILs scores, while there was a drop in
performance in the external validation set, resulting in
only moderate correlation. Furthermore, increasing the
number of training samples did not lead to improved
correlation results. Therefore, it appears that there are
significant differences between internal and external
validation results across AI methodologies and training
strategies, especially when different slide scanning
platforms are used to obtain the images. Our results
highlight the importance of assessing model perfor-
mance across diverse datasets and environments to
ensure robustness and generalizability of automated
TILs assessment methods.

Predefined and clinically-relevant cut-off of 10%34–38

was used to dichotomize TILs scoring of all models.
However, observing the TILs score distributions of most
models, we found that they significantly differ from the
pathologist-read sTILs. We believe that such discrep-
ancies lie in the inherent differences of each method
and are due to the following phenomena. First, sTILs
calculation is not based on cell-counting but rather is a
semi-quantitative measurement of the area that TILs
cover based on visual comparison of patient’s image and
baseline examples, which may lead to over-estimation of
the true TILs score per definition. On the other hand,
easTILs is a mathematical formula, calculated on the
basis of deterministically reproducible cell segmentation
data. In contrast, Abousamra’s formula calculates the
TILs area using whole patches rather than individual cell
outlines. This makes Abousamra’s method more com-
parable to the sTILs approach, explaining the similarity
in their distributions. Another factor is the cell seg-
mentation algorithm used, which can over-segment or
under-segment cells. For instance, watershed-based al-
gorithms in QuPath produce more false-positive cell
detections compared to HoverNet and CellViT, often
identifying non-cell tissue areas as cells.29 Additionally,
HoverNet and CellViT achieve finer cell segmentation,29

reducing thus the nucleus and cytoplasm areas. This
directly affects the easTILs formula, resulting in lower
TILs scores. Therefore, when comparing different AI
models in prognostic validity, we recommend using a
continuous TILs score in the survival analysis instead of
cut-off-based categorical scores to enhance
comparability.

Despite the variations in the analytical performance,
the prognostic potential, using IDFS as clinical
endpoint, of digital TILs is demonstrated for the vast
majority of the AI models except for CellViT30 and
Abousamra et al.31 All the significant models showed
comparable and overlapping hazard ratios in the entire
validation set as well as in the chemotherapy-
administered subgroup. Interestingly, even models
with lower training samples showed robust prognostic
potential. We believe that this is due to the fact that
host anti-tumor immunity as a biomarker (measured
by TILs) is very robust, which can lead to even less
extensively trained models performing adequately in
assessing prognostic outcomes. However, training on
very small datasets, as is the case of the own-developed
models in our study, increases the risk of overfitting,
limiting the generalizability of these models to broader
clinical contexts. Thus, it is important to train such
www.thelancet.com Vol 78 December, 2024
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models on sufficiently large and diverse datasets to
ensure both their prognostic validity but just as
importantly their analytical robustness and
generalizability.

A limitation of this study is the fact that we didn’t
train a regression-based model for directly enumerating
TILs scores, which would add to the diversity of the
examined methodologies. However, we believe that
training regression-based models would be inferior to
patch- and cell-classification strategies, as it would
directly depend on the pathologists’ sTILs as ground
truth and thus they would inherit all its limitations.

Clinical adoption also requires AI models to thor-
oughly explain their decision-making process, particu-
larly in cases of false results. Most AI models in this
study use a cell segmentation paradigm to calculate the
TILs score. This approach offers a unique advantage
over patch classification and regression-based method-
ologies, with respect to its intuitive interpretability. Cli-
nicians can directly observe detected cells for
misclassifications or unidentified cells, making the
process more transparent and reliable. Such trans-
parency is crucial for gaining clinician trust and
ensuring the model’s practical utility in real-world clin-
ical settings.

Another supposed limitation would be the fact that
we cannot measure the pathologists’ agreement on
scoring sTILs, as there is no overlapping subset in this
study’s cohorts. However, we consider this an advantage
of our study, as it mirrors real-life clinical practice and
captures any inherent variability, as discussed in the
introduction section.

The retrospective analysis of prospectively collected
data introduces an additional limitation, in that it pre-
vents us from providing evidence for the clinical utility
of AI models scoring TILs. Level 1 evidence for clinical
utility of pathologist-read TIL scoring has recently been
published39 but it remains to be seen if this publication
will affect the adoption or reimbursement for AI-based
TIL scoring. Note that this is one of the first studies to
compare the analytical- and prognostic validity of several
independent AI models scoring TILs in an independent
external validation setting. Further validation on the
large publicly available TCGA dataset was unfortunately
not possible, since it had been used to train the inde-
pendently pre-trained deep learning models used in this
study.

Clinical application of such models requires their
validation in a well-defined but broad context, that cap-
tures the clinical reality of breast cancer tumors. Given
that many studies validate their models in a very narrow
context, and that many, especially those implemented
with a copyrighted service, are not being released pub-
licly, it may be interesting to develop a way to bench-
mark them in a unified environment that would not
compromise their intellectual property rights. Such
would include the development of a diverse and
www.thelancet.com Vol 78 December, 2024
inclusive dataset and the infrastructure to validate any
model (open source or not) against it, for which an in-
dependent framework would perform the calculations to
ensure reliability in the results. This would not only
increase the trustworthiness of the models but would
also aid in their clarity and in identifying the advantages
or drawbacks of each.

In conclusion, we demonstrate the existence of
variability in both analytical- and prognostic validity
against invasive disease-free survival between different
AI TIL scoring models tested in an independent pro-
spective cohort. There is a critical need for an accessible,
large, multi-centric benchmark dataset encompassing
several clinical trial cohorts to prove the prognostic
validity and utility of AI TILs scoring models and to
ensure comparability between different AI methodolo-
gies before clinical implementation. The multi-
institutional CATALINA challenge study40 is underway
and may be suitable for this purpose.
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