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AbStrat Objective: D evelopment of a general natural-language processor that identifies 
clinical information in narrative reports and maps that information into a structured representation 
containing clinical terms. 

Design: The natural-language processor provides three phases of processing, all of which are driven 
by different knowledge sources. The first phase performs the parsing. It identifies the structure of 
the text through use of a grammar that defines semantic patterns and a target form. The second 
phase, regularization, standardizes the terms in the initial target structure via a compositional 
mapping of multi-word phrases. The third phase, encoding, maps the terms to a controlled 
vocabulary. Radiology is the test domain for the processor and the target structure is a formal 
model for representing clinical information in that domain. 

Measurements: The impression sections of 230 radiology reports were encoded by the processor. 
Results of an automated query of the resultant database for the occurrences of f&r diseases were 
compared with the analysis of a panel of three physicians to determine recall and precision. 

Results: Without training specific to the four diseases, recall and precision of the system (combined 
effect of the processor and query generator) were 70% and 87%. Training of the query component 
increased recall to 85% without changing precision 
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Natural language is the most widespread, compre- 
hensive, and convenient medium in which health 
care personnel can express clinical information. It is 
not,. however, suitable for important computerized 
applications such as automated quality assurance, 
clinical decision support, and research, which require 
error-free access to clinical information. Within these 
applications, access is typically achieved by limiting 
data entry to a controlled vocabulary consisting of a 
set of unique, well-defined, unambiguous medical 
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concepts that generally do not correspond directly to 
the clinical information in patient documents. Al- 
though presently there is a steadily increasing ‘supply 
of clinical data available in electronic form, a large 
portion of the information remains inaccessible be- 
cause it is in the form of narrative text. Unfortunately, 
there is a large gap between terminology expressed 
as controlled vocabulary and clinical information as 
expressed naturally in most texts containing patient 
data. 

Several major developments have contributed to an 
increased need for computerized methods that pro- 
cess clinical information expressed in the form of 
natural language: 

l The capture of data in electronic form is becoming 
commonplace. Much clinical information that is 
maintained online is typically in the form of free 
text (i.e., procedure reports, history, progress notes, 
discharge summaries, operative notes, physical ex- 
amination, and admission summaries). 
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l Automated clinical systems that depend on the 
availability of coded clinical data are being used 
increasingly in attempts to improve the quality of 
patient care. 

Advances in computer technology provide the ca- 
pability to store huge amounts of data at reasonable 
cost and to process documents within a reasonable 
time frame. 

In this paper we present a medical text processor that 
translates clinical information in patient documents 
into controlled vocabulary terms. Initially we have 
limited the domain to clinical radiology and the con- 
trolled vocabulary to concepts that are useful for de- 
cision support and research. The methodology, how- 
ever, allows the domain and capabilities of the system 
to be extended in a modular and systematic manner, 
without being limited by and without having to change 
significantly the underlying approach. 

Background 
There are various ways in which coded clinical data 
can be obtained. Some types of clinical data are rea- 
sonably simple to obtain directly in coded form, such 
as clinical laboratory data, pharmacy orders, vital signs, 
and identification of clinical procedures, However, 
other types of data, such as findings from exami- 
nations, history, progress notes, and discharge sum- 
maries, are more elusive. Some systems rely on direct 
physician entry of coded data via graphic or form- 
based user interfaces,1-3 and other systems use speech- 
recognition interfaces.4-8 These systems all impose 
limitations on what the user can enter, although some 
have a comment field (which is not encoded) that 
captures information outside the system. Although 
these systems have many advantages, they are not 
as widely used as natural language. 

Another limitation to direct coded data entry is that 
while simple information is reasonable to codify, 
complex information is time-consuming and difficult 
to code accurately. Consider the effort involved in 
representing the following simple phrases with mod- 
ifiers using a predefined format: decreasing but per- 
sistent pneumonia, no definite evidence of pneumonia, marked 
worsening of pneumonia, rule out acute pneumonia, and 
cannot definitely exclude pneumonia. 

Other methods of obtaining coded data rely on pro- 
cessing the text. One method is a pattern-matching 
technique that is a variation of keyword search. It is 
being applied in pathology reports,” discharge sum- 
maries, 10 and other domains. 11,12 This method is gen- 
erally useful for texts that are naturally highly struc- 
tured. For less structured text (e.g., descriptive sections 

of pathology and radiology reports, history, admis- 
sion notes, progress reports) the same information 
is usually expressed in so many different ways, en- 
compassing a large variety of stylistic linguistic var- 
iations, that it would be virtually impossible to enum- 
erate them. However, when an expression of the text 
completely matches a pattern in the system, this 
method is both efficient and reliable. Yet, if some 
information in the text is skipped and only parts of 
the text match a pattern in the system, a serious 
misinterpretation may occur because neither seman- 
tic nor syntactic relations between words are recog- 
nized; e.g., compare the meanings of the different 
phrases containing pain: severe pain, no relief of pain, 
pain continued, pain decreased slightly, and free of pain. 
If certain parts of the phrases in the above examples 
were ignored, their meanings would be seriously 
misinterpreted. 

Another approach combines concept-based matching 
algorithms’” (developed for information retrieval ap- 
plications) with restricted natural-language pro- 
cessing techniques to build applications that have 
limited, yet important goals. Applications using this 
technique have been built in the domains of physical 
examination findings and chest radiology reports.14,15 
In the domain of radiology reports, the efforts were 
focused on identifying patients who needed fol- 
low-up because their reports contained findings as- 
sociated with potentially malignant lesions. In the 
domain of physical examinations, target findings 
specified by the user were identified. Natural-lan- 
guage processing in this system consists of using 
heuristic rules to break up the sentences into a series 
of phrases, then using finite-state automata to pro- 
cess the phrases. This system was shown to be very 
effective when the goals are restricted and the text 
highly structured. 

Other techniques are based on semantic knowledge 
of the domain. Typically this method involves the 
development of a semantic representational mod- 
e1 16-20 that is in the form of frames 21 or conceptual 
graphs. 22 These forms describe meaningful prede- 
fined relations between semantic categories in the 
domain that occur in the texts. Text processing con- 
sists of mapping words and phrases in the text into 
the representational model based on the semantic 
classification of the phrases. This method is more 
general than the pattern-matching method because 
individual patterns do not have to be enumerated. 
Instead, a dictionary or lexicon is used to semantically 
classify words and phrases in the domain, and these 
classes are used to drive the mapping. This method 
also is effective for text that is naturally very struc- 
tured. However, the absence of syntactic information 
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causes performance problems similar to those of the 
pattern-matching systems, particularly when the text 
is not highly structured. Complex language struc- 
tures, such as embedded clauses, are difficult to han- 
dle adequately with this approach.. In addition, if 
portions of the text are skipped, serious inaccuracies 
could occur. This method has been used to process 
echocardiographic findings,19,23 discharge summar- 
ies,‘” and radiology findings.20 

Another approach, which is more complex, requires 
both syntactic and semantic knowledge, and there- 
fore it can handle a larger variety of linguistic struc- 
tures. This technique has been developed by the Lin- 
guistic String Project (LSP)24-26 and was used to process 
reports in several clinical domains, such as discharge 
summaries, progress notes, and radiology reports. In 
the LSP system, the natural-language expressions are 
mapped to structured predefined formats that rep- 
resent the underlying concepts and relations in the 
domain. The values stored in the formats represent 
the regularized form of the linguistic expressions, but 
there is no mechanism that maps these forms to unique 
codes or to controlled vocabulary concepts. Systems 
containing syntactic knowledge are very time-con- 
suming to build and maintain because syntax is so 
complex. In addition, they are fragile because an un- 
defined word, an unusual syntactic structure, or a 
new semantic pattern can cause a failure. However, 
they are generally accurate when sentences are SUC- 

cessfully processed. 

Methods 

Overview 

The text-processing system presented in this paper 
is semantically based; but some syntax is included 
to handle coordinate conjunctions, such as and and 
or, and simple relative clauses. The system contains 
a parser that d e t ermines the structure of the text. The 
parser is driven by a semantic grammar that is highly 
effective for handling structured text and common 
patterns. Therefore, the system is very suitable for 
the domain of radiology. 

The grammar consists of rules specifying well-de- 
fined semantic patterns, their interpretations, and the 
underlying target structures into which they should 
be mapped. In our system, the target structures cor- 
respond to the formal model of the domain. The 
semantic grammar incorporates pattern-matching and 
semantic techniques into one formalism (the semantic 
grammar), but is more general. Our system differs 
from the other semantic-based systems described 
above because the text is analyzed and structured by 

following the grammar rules exactly. High accuracy 
is achieved because the parser is constrained so that 
it is successful only if the sentence corresponds to 
one of the well-formed semantic patterns specified 
in the grammar. Generally, if a well-formed semantic 
pattern is found, it reflects directly the underlying 
semantic relations among concepts in the domain, 
and a correct interpretation and translation to the 
target structure are highly likely. This is a strong 
claim. It means that the ambiguities generally present 
in natural language as a whole are reduced markedly 
within the language of the domain because of the 
underlying semantics. 

An example of a semantic pattern is DEGREE + CHANGE 
+ FINDING, which consists of degree information fol- 
lowed by change and finding information, as in mild 
increase in congestion. In this example, mild is associ- 
ated with degree information, increase in with change 
information, and congestion with finding information. 
This pattern is interpreted so that DEGREE qualifies 
CHANGE, which together qualifies FINDING. In this 
case, mild qualifies increase; and mild increase qualifies 
congestion. If the sentence were mildly increased conges- 
tion the semantic interpretation would be exactly the 
same, although the syntactic structures of the phrases 
are somewhat different. This means that the phrases 
mildly increase in congestion and mild increase congestion 
would also be acceptable, although syntactically they 
are not correct. However, we have found that clinical 
documents contain many syntactic structures that are 
considered incorrect according to general English 
grammar, and that the semantic pattern and not the 
syntactic pattern strongly determines the underlying 
interpretation. 

Sometimes there are two or more possible interpre- 
tations for a particular semantic pattern. For example, 
in the phrase mild increased congestion, the qualifiers 
mild and increased may both modify congestion, but 
this interpretation of the co-occurrence pattern is less 
frequent, and therefore the interpetation where mild 
modifies increased is chosen. 

Figure 1 shows a schematic overview of the proces- 
sor, which consists of three phases of processing. 
The first stage of the processing contains the parser, 
which determines the structure of the text and gen- 
erates the preliminary structured output form for the 
clinical information in the text. The parser uses a 
grammar and lexicon to determine the structure of 
the text and to translate it to the target form. The 
structuring of text is a critical and difficult step in 
the processing and results in a great reduction of the 
stylistic variations found in natural-language expres- 
sions. For example, the target forms for many phrases 
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Structured Encoded 

Figure 1 The schemata of the text processor. 

that are lexical variants, such as enlarged heart, cardiac 
enlargement, and enlargement of the heart will be the 
same as a result of the structuring process. However, 
not all variations are reduced to one form by this 
stage of processing, and the structured forms do not 
yet correspond to unique controlled vocabulary con- 
cepts. 

The second stage of processing is the phrase-regu- 
larization phase, which is required to further reduce 
stylistic variations that occur in natural language. This 
is considered a compositional component, because in 
this phase, the structured outputs of noncontiguous 
expressions that occur in the reports are combined 
and standardized so that they correspond to the ap- 
propriate regularized forms. This is accomplished us- 
ing a mapping knowledge base, which consists of 
the structured output forms of multi-word phrases 
that can be decomposed. For example, the phrase 
heart appears to be slightly enlarged is a variant form of 
enlarged heart with modifiers. For this sentence, the 
processor will initially produce a structured output 
form where the value of the central finding corre- 
sponds to enlarged. The central finding will also have 
a body location modifier whose value corresponds to 
heart, and degree and certainty modifiers correspond- 
ing to appears and slightly. This component will find 
that the output form for the above sentence sub- 
sumes the output form of the phrase enlarged heart 
because it also consists of a central finding corre- 
sponding to enlarged and a body-location modifier 
corresponding to heart. Therefore the central finding 
from heart appears to be slightly enlarged will be changed 
from enlarged to enlarged heart, but the body location, 
degree, and certainty modifiers will remain the same. 

Once the contiguous and non-contiguous lexical var- 
iants have been mapped to standard forms, the last 
task is the encoding phase, which maps the standard 
forms into unique concepts associated with the con- 
trolled vocabulary. This is a straightforward task in- 
volving a one-to-one mapping, because all the lin- 
guistically variant forms have already been reduced 
to standardized target forms. This mapping is accom- 
plished by means of a synonym knowledge base that 
consists of standard forms and their corresponding 
concepts in the controlled vocabulary. Thus, this 
knowledge base forms a critical bridge between the 
language of the text and the unique concepts in the 
controlled vocabulary. 

The Medical Entities Dictionary (MED) developed at 
Columbia Presbyterian Medical Center (CPMC)27 is 
a knowledge base of medical concepts that consist of 
taxonomic relations in addition to other relevant se- 
mantic relations. Using the synonym knowledge base, 
the regularized forms are translated into unique con- 
cepts so that when the final structured forms of the 
processed reports are uploaded to the centralized 
patient database, 28,29 they correspond to unique con- 
cepts in the MED. All applications at CPMC, such 
as decision support, that require reliable access to 
coded clinical data can then reliably access the data 
by queries that utilize the structured form and the 
controlled vocabulary of the MED. 

The Formal Representation of Clinical Radiology 

In order to map the clinical information in the patient 
documents into a structured form, a formal model 
was designed to represent the clinically salient in- 
formation. The fundamental design of this model is 
based on the information formats developed by the 
Linguistic String Project. 24 Others30 have also devel- 
oped models representing the informational content 
of clinical information in the domain of chest x-rays, 
in the domain of cardiopulmonary diseases,31 and in 
the domain of general medical terminology.32-34 This 
section contains a brief description of two of the most 
relevant components of the representational model, 
Rad Finding Structure and Modifier, which repre- 
sent the structures of the findings and the modifiers, 
respectively. The representation of body-location in- 
formation is not shown here. A more detailed de- 
scription of the complete model, which also repre- 
sents contextual information and body locations as 
well as findings, is given elsewhere.35 

The structure ‘of the simplified model for report find- 
ings and modifiers is shown in Figure 2 using the 
linear notation for Conceptual Graphs (CGs).22 In 
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[Rad Finding Structure]- 
(Central Finding)->[Rad Finding:{*)] 
(Bodyloc Mod)->[Bodyloc:{*)] 
(Finding Mod)->(Modifier:(*)] 

[Modifier]- 
(CertaintyMod)->[Certainty:{*}] 
(Degree Hod)-> [Degree : {*)] 
(Change Mod) -> [Change : {*)] 
(Status Nod)-> [Status : {*)] 
(Quantity Mod)->[Quantity:{*}] 
(Descriptor Mod)->[Descriptor:{*}] 

Figure 2 Representation of radiology findings and find- 
ing modifiers. 

CGs a concept is similar to a frame, and a relation is 
similar to a slot. A concept* is enclosed in square 
brackets, followed by the relations associated with it. 
Each relation appears in parentheses and is followed 
by an arrow (->). The relations are indented for read- 
ability. The values that each relation can take are 
specified by a domain concept that appears in square 
brackets after the arrow. Thus, the general format of 
a concept with N relations is: 

[Concept]- 
(Relation1)->[Domain1] 
(Relation2->[Domain2] 

(RelationN)->[DomainN] 

Findings consist typically of a central finding and 
modifiers that contain body-location information rep- 
resented by the relation Bodyloc Mod, and other 
modifiers such as certainty, severity, and temporal 
qualifiers, represented by Finding Mod. The relation 
Central Finding associates the structured finding with 
a central finding. For example, in severe scarring, scar- 
ring would be the value of Central Finding. Even 
though Figure 2 specifies every relation associated 
with Rad Finding Struct as optional, the processor 
will never generate empty structures. 

The representation of the modifier structure Finding 
Mod shown in Figure 2 consists of different infor- 
mational types of modifiers. The relation Certainty 
Mod is associated with certainty information related 
to the finding. Because there are many words and 
phrases associated with this type of information, and 
because their underlying meanings are vague, the 

*Notice that the main concept is followed by a dash (-) and is 
terminated by a period (.). The number of values that a relation 
is permitted to have (its cardinality) is indicated by including a 
constraint C following the domain name. If C is :{*} the relation 
may have 0 or more values; if it is :@>l, the relation may have 
1 or more values; if it is :@<2, the relation may have 0 or 1 values, 
and if it is :@l, the relation must have exactly 1 value. 

concepts in the controlled vocabulary associated with 
this type of information are limited to five concepts: 
no, low certainty, moderate certainty, high certainty, 
and cannot evaluate, and therefore the words and 
phrases in the reports relating to certainty informa- 
tion are mapped into one of the five appropriate 
concepts. This delimitation greatly facilitates the sub- 
sequent retrieval of the structured findings without 
a significant loss of precision. Because this type of 
information is mostly used in the reports to hedge 
information concerning the certainty of the findings 
and is basically very imprecise from the start, we 
have not found it is useful or accurate to represent 
this type of information more precisely. Concepts 
corresponding to other types of vague or qualitative 
information, represented by degree, change, and sta- 
tus modifiers, are also limited for the same reason. 
In other applications, it may be important to handle 
qualitative information more precisely, in which case 
a different representation may be desirable. 

Radiology findings interact with each other when one 
finding is related to a second finding. The interac- 
tions are expressed in the text in the form of con- 
nective semantic relations such as may represent, sug- 

gests, consistent with, and indicative of. These relations 
generally denote interpretations and therefore also 
lack precision. For example, in mildly increased inter- 
stitial markings may be indicative of pneumocystis or viral 
pneumonia, the observation is mildly increased intersti- 
tial markings and its interpretation is that pneumocystis 
is possible or viral pneumonia is possible. To simplify 
retrieval of the structured information, connective 
information is not represented directly, because each 
finding is represented independently. However, the 
connective relation is included as a certainty modifier 
and is associated with the structured finding(s) that 
follow the connective relation. Thus, in ill-defined left 
perihilar density may represent an infiltrate, the struc- 
tured form containing the finding infiltrate will have 
a certainty modifier corresponding to the concept 
moderate certainty which is denoted by may represent. 

In mildly increased interstitial markings may represent 
pneumocystis or viral pneumonia, the findings pneumo- 
cystis and viral pneumonia will both have certainty 
modifiers corresponding to the concept denoted by 
may represent. It could be argued that by simplifying 
the relations in this way, we are losing important 
connective information. However, we have found 
that this type of information is vague, and that in- 
cluding it greatly complicates retrieval. If we subse- 
quently find that it is important, we will modify the 
representation and mappings accordingly. Parallel 
findings, such as hyperinflated lungs with pleural effu- 
sion, and left lower lobe infiltrate and pleural effusion, are 
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<Sentence> --> <Patterns> ("."1 ";") . 
<Patterns> --> <FindingRel> {<MoreFinding>}. 
<FindingRel> --> <FindingPhr>1 

<BpMods> <Verbrel> <FindingPhr>. 
<FindingPhr> --> {<Lmods>) <Findingtern> {<Rmods>). 
<MoreFinding> --> <Relation> <FindingRel> 
<Findingterm> --> disease / cfinding / pfinding / descriptor. 
<Lmods> --> [<CertMods>] [<DegreeMods>] [<ChangeMods>] [<BpMods>]. 
<Rmods> --> <SpatialRel> <BpMods> / <Lmods> . 
<CertMods> --> [negation] certainty I negation. 
<Relation> --> conjunction I <Verbrel>. 
<Verbrel> --> [auxverb] [be] [negation] certainty. 
<DegreeMods> --> degree . 
<ChangeMods> --> [negation] change . 
<BpMods> --> {<RegionMods>} bodyloc {<MoreBpMods>). 
<MoreBpMods> --> SpatialRel> <BpMods> I conjunction <BpHods> 
<SpatialRel> --> in / on / at / along / near / under . 
<RegionMods> --> region {<MoreRegion>). 
<MoreRegion> --> conjunction <RegionMods>. 

Figure 3 Simplified semantic grammar for radiology findings. 

represented as independent findings and their cer- 
tainty modifiers are not affected. 

The Parser 

The parsing component of the processor uses an ex- 
tended context-free grammar”“,“’ to parse text sen- 
tences and to translate them to structured forms. This 
is the first stage in the processing of the text, as 
shown in Figure 1. The extended grammar includes 
translation rules to translate the grammatical struc- 
tures into target forms, which correspond to the model 
shown in Figure 2, and constraints to specify well- 
formedness restrictions for the grammatical struc- 
tures. The grammar being described in this section 
is a semantic grammar and it delineates semantic 
relations and structures. It is presently written in a 
form interpretable directly by Prolog. A small sim- 
plified semantic grammar for this domain is shown 
in Figure 3 in extended Backus Naur form36 with the 
translation rules omitted for ease of illustration. The 
actual semantic grammar used to process the text is 
much larger and contains approximately 350 gram- 
mar rules. A separate discussion of the translation 
rules is provided below. 

In Figure 3, the symbols enclosed in angle brackets 
specify the names of non-atomic semantic structures 
that are also defined in the grammar, the symbols 
enclosed in quotes are literals, the symbols enclosed 
in square brackets are optional, the symbols enclosed 
in curly brackets may occur zero or more times, and 
plain symbols, such as disease, certainty, and cfind- 
ing correspond to atomic components that are the 
semantic categories directly associated with single 
words or multiword phrases of the sentences being 
processed. According to the grammar in Figure 3, a 

sentence consists of semantic patterns Patterns fol- 
lowed by an end mark, which is either a period (.) 
or a semicolon (;). Patterns consists of one finding 
relation called FindingRel optionally followed by more 
finding relations MoreFinding, as in interstitial mark- 
ings may be suggestive of edema and pleural effusion as 

well as congestion. FindingRel consists of either a find- 
ing phrase Findingphr, which is a single finding 
Findingterm with optional left and right modifiers 
(Lmods and Rmods), as in mild chronic pleural effu- 
sions, or with a body location structure called Bp- 
Mods related to FindingPhr by a verb relation Ver- 
brel, as in heart appears slightly enlarged or heart is not 
enlarged. Findingterm could be a word that has the 
semantic classification disease or it could be a word 
that is associated with the various other semantic 
finding classifications cfinding, pfinding, or descrip- 
tor. A description of the semantic classifications is 
given in Table 1 along with examples. Lmods and 
Rmods are modifiers of the finding and consist of 
negation, certainty, degree, change, and body loca- 
tion types of information. 

Negation, which presents a particularly troublesome 
aspect of natural-language processing, is handled by 
the semantic grammar. Negation is specified in the 
grammar as an atomic category negation. This per- 
mits the grammar to cover semantic patterns con- 
sisting of negation followed by certainty, change or 
finding information, as in no evidence of edema, no change 
in edema, or no edema, and also to specify patterns 
where the verb is negated, as in heart is not enlarged. 
The target structure for negation is a finding qualifier 
Certainty Mod whose value is no. However, a special 
post-processing clean-up procedure, which is dis- 
cussed below, is used to resolve inconsistencies in 
the structured output that are produced when a sen- 
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tence contains negation along with other certainty 
information. 

The semantic lexicon is a separate component of the 
semantic grammar. It semantically classifies both sin- 
gle words and multi-word phrases and specifies their 
canonical forms. Our lexicon currently contains about 
1,720 single-word entries and 1,400 multi-word 
phrases. The semantic classes in the lexicon corre- 
spond to the atomic components in the semantic 
grammar. Some examples of lexical entries are shown 
in Figure 4. Single words are classified by using the 
symbol word, and multi-word phrases are classified 
by using the symbol phrase or aphrase. 

In Figure 4, the word cardiac is assigned the semantic 
class bodyloc (which is used for words denoting spe- 
cific body locations) and the target form heart (which 
is the English canonical form that corresponds to the 
Greek term). The word cardiomegaly is assigned the 
semantic class cfinding (which is used for words that 
implicitly denote body location information in addi- 
tion to the finding) and the corresponding target form 
cardiomegaly. Similarly, the target form for the word 
enlarged is enlarged, and its semantic class is pfinding 
because it corresponds to a finding where the body 
location information is unknown. The semantic clas- 
sification and target form for enlargement are the same. 
The semantic class for improved is change and the 
target form is improve. The classification and target 
forms for improve, improvement, and improving are also 
the same. In most cases, the specification of the target 
form is the form of the word that occurs most fre- 
quently in the domain. For example, enlarged occurs 
more often than enlargement and enlarge, and there- 
fore it is considered the target form. 

Multi-word phrases consisting of more than one word 
are treated as single entities by the parser. A phrase 
is entered in the lexicon because it is either more 
efficient or more precise to handle as a single unit 
than as a combination of independent components. 
The lexical entry for a phrase is similar to the entry 
for a single word except the first argument is the first 
word in the phrase, which is used for indexing. The 
second argument is the semantic category, the third 
argument is a list comprising the individual words 
of the phrase, and the fourth argument specifies the 
target form, which is a character string. For example, 
the lexical entry corresponding to the phrase enlarged 
heart has the semantic class cfinding and the target 
form enlarged heart. The entry for could not be eual- 
uated, is assigned the class certainty and the target 
form cannot evaluate. 

The semantic lexicon also consists of a component 
that specifies those common words and phrases in 

A Description of the Semantic Classes 

Bodyloc 

Certainty 

Cfinding 

Change 

Connector 

Degree 

Descriptor 

Device 

Disease 

Position 

Pfinding 

Procedure 

Quantity 

Recommend 

Region 

Status 

Technique 

Terms denoting a well-defined area of the 
body or a body part. 
Examples: hilum, left lower lobe, carotid,artery 

Terms affecting the certainty of a finding. 
This class modifies status and change terms 
in addition to findings. 
Examples: possible, appears, no evidence of 

Terms denoting a complete radiology finding 
because these terms implicitly or explicitly 
contain a finding and a body location. 
Examples: cardiomegaly, widening of media- 
stinum, pleural effusion 
Terms denoting a change in findings where 
the change is an improvement or worsening 
of a finding but not the start or end. 
Examples: worsening, improving increase 

Terms that connect one finding to another. 
Examples: may represent indicative of, suggests 

Terms denoting the severity of a finding. 
These terms can also modify change, cer- 
tainty, and other degree words. 
Examples: mild, severe, moderate 

Terms qualifying a property of a body loca- 
tion or a finding. 
Examples: linear, large, enlarged 

Terms denoting surgical devices that are evi- 
dent on the radiology report. 
Examples: sternotomy wire, swan ,ganz catheter catheter, 
surgical wires 

Terms denoting a disease. These terms are 
based on the disease axis in SNOMED3. 
Examples: asthma, cardiomyopathy, sickle-cell 
disease 

Terms denoting orientation. 
Examples: transverse, anteroposterior, lateral 

Terms denoting a partial finding. These 
terms must occur along with a body location 
to be a complete finding. 
Examples: opacity, lesion, markings 

Terms denoting a therapeutic or diagnostic 
procedure. 
Examples: brunchoscopy, mastectomy, radiation 
therapy 

Terms representing non-numeric quantitative 
information. 
Examples: many,, few, multiple 

Terms denoting recommendations. 
Examples: clinical correlation, follow up, repeat 
xray 

Terms denoting relative locations within a 
body location. 
Examples: upper, lower, mid 

Terms denoting temporal information other 
than an improvement or worsening of a 
finding. 
Examples: chronic active, resolved 

Terms denoting information related to the 
manner in which the radiographic examina- 
tion was obtained. 
Examples: expriratory film, poor inspiration 
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word(cardiac,bodyloc,heart). 
word(cardiomegaly,cfinding,cardiomegaly). 
aphrase(could,certainty,[could.not,be,evaluated),'cannot evaluate'). 
word(enlarged,pfinding,enlarged). 
phase(enlarged.cfinding.[enlarged,heart],'enlarged heart'). 
word(enlargement,pfinding,enlarged). 
word(heart,bodyloc,heart). 
phrase(hilar,cfinding,[hilar,adenopathy],'hilar adenopathy'). 
word(improved,change,improve). 
word(improvement,change,improve). 
word(lung,bodyloc,lung). 
word(mild,degree,mild). 
word(pulmonary,bodyloc,lung). 
aphrase(spinal.bodyloc,[spinal,canal],'spinal canal'). 
aphrase(swan,device,[swan,ganz.catheter].'catheter,Swan-Ganz'). 
aphrase(thoracic.bodyloc,[thoracic,aorta],'thoracic aortic'). 
phrase(tortuous,cfinding,[tortuous,aorta],'tortuous aorta'). 
phrase(uncoiled,cfinding,[uncoiled,aorta].'uncoiled aorta'). 

Figure 4 Single-word and phrasal lexical entries. 

the domain that may be ignored in the processing of 
the reports without causing a loss of relevant infor- 
mation. This component is required to maintain both 
high recall and accuracy. For example, the phrases 
as above, generally, and in particular frequently occur 
in the reports but do not add relevant semantic 
information, and therefore can be ignored by the 
processor. Because the processor requires that the 
sentences must be parsed strictly according to the 
well-formed semantic structures and patterns speci- 
fied by the semantic grammar, these phrases in a 
sentence would ordinarily cause the parser to fail. 
However, if they are explicitly listed as ignorable, 
these phrases can be safely skipped. 

In order to translate the original sentence into a struc- 
tured form, the processor uses translation rules that 
are defined along with the grammar structures. This 
is a compositional approach that is based on the work 
of Montague38 and Gazdar et al.“” In this approach, 
the translation of the structure is specified as a par- 
ticular combination of the translations of the com- 
ponents. An example of the definitions of two gram- 
mar structures along with their corresponding 
translation rules are presented in Figure 5. 

As shown in Figure 5, the translation rules occur after 
the structural specification of the grammar structures 
and are written after the colon (:). The rules may 
specify literal strings in addition to the translations 
of the components. The translation of a component 
is represented by enclosing the component in angle 
brackets and the inclusion of literals is represented 
by enclosing the literal strings in quotations. Thus 
the translation of FindingPhr consists of a target form 
containing the literal string (Central) -> followed by 
the translation of the component Findingterm, the 
literal string (Finding Mod) -> followed by the trans- 

lation of Lmods, and the literal string (Finding Mod) 
-> followed by the translation of Rmods. Since Lmods 
and Rmods are optional, they may not be present, 
in which case the corresponding Finding Mod rela- 
tion is not added to the translation. The translation 
of Findingterm is specified in a similar manner, ex- 
cept that its components are not complex grammat- 
ical structures but correspond to atomic elements that 
are semantic categories. In this case, the translation’ 
of the element is directly associated with a word or 
phrase in the sentence, and is therefore specified by 
the target form in the lexical entry of the correspond- 
ing word or phrase. 

As an example of how the processor utilizes the 
grammar shown in Figure 5, we describe the parse 
and translation of the sentence mild cardiomegaly. The 
translation is shown in Figure 6. The parse consists 
of a FindingPhr structure with an Lmods component 
and a Findingterm component. Findingterm has the 
value cfinding, which is an atomic element that cor- 
responds to the word cardiomegaly in the sample sen- 
tence. According to the lexical entry of cardiomegaly, 
its semantic category is cfinding and its target form 
is cardiomegaly. The translation of cfinding is there- 
fore cardiomegaly enclosed in square brackets. The 

<FindingPhr> --> {<Lmods>) <Findingterm> {<Rmods>): 
"(Central)->"CFindingterm> 
"(Finding Mod)->"<Lmods> 
"(Finding Mod)->"<Rmods>. 

<Findingterm> --> disease : "["<disease>"]" / 
cfinding : "["<cfinding>"]" / 
pfinding : " ["<pfinding>"]" /I 
descriptor : "[" <descriptor>"]". 

Figure 5 Grammar definitions with translation rules. 
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square brackets are added as a result of the trans- 
lation rule associated with cfinding. Thus, according 
to the translation rule of FindingPhr, the part of the 
translation of FindingPhr associated with the com- 
ponent Findingterm consists of the relation Central 
which has the value [cardiomegaly]. The rest of the 
translation of FindingPhr is associated with the trans- 
lation of Lmods. Lmods has a degree modifier rela- 
tion (Degree Mod) with the value mild enclosed in 
square brackets. In Figure 6 we eliminate the inter- 
mediate relation Finding Mod and show its value 
instead to simplify the figure. 

Two more examples of the structured outputs that 
are produced by the processor using the semantic 
grammar are also shown in Figure 6. The original 
sentence is shown preceding the output form. The 
structured forms are consistent with the formal rep- 
resentational model of the domain although some of 
the names of the relations and concepts have been 
abbreviated and some relations consolidated to sim- 
plify the illustration. The concept Rad Finding Struc- 
ture, which represents the structured form of a ra- 
diology finding, is shown in the figure as Finding 
Str, and the relation Central Finding appears as Cen- 
tral. The relation Finding Mod is not shown, but the 
individual modifier relations comprising the modi- 
fier, Certainty Mod, Degree Mod, Change Mod, and 
Status Mod ‘are shown. 

In Figure 6, the structured output for the second 
sentence heart shows extensive enlargement consists of 
a central finding relation Central which has the value 
enlarged. It also has a body location modifier Bodyloc 
Mod with the value heart, a degree modifier Degree 
Mod with the value extensive, and a certainty mod- 
ifier Certainty Mod with the value show. These val- 
ues do not yet represent controlled vocabulary con- 
cepts because they correspond to the initial output 
of the processing. These forms are shown again in 
Figures 8 and 10, which represent the output for 
subsequent stages of processing. The third example 
in Figure 6 shows the initial structured output for 
the sentence decreasing but persistent right upper lobe 
infiltrate. Its central finding is infiltrate, which has a 
body location modifier right upper lobe, a change 
modifier decrease, and a status modifier persistent. 

The Phrase-regularization Component 

After the clinical information from the reports has 
been structured, the next stage of processing consists 
of a compositional component that regularizes the 
output forms of phrases that are not contiguous. This 
is a critical step that further reduces the variety that 
occurs in natural language. For example, the phrase 

Mild cardiomegaly. 
[Finding Str] 

(Central)->[cardiomegaly] 
(Degree Mod)->Cmildl. 

Heart shows extensive enlargement. 
[Finding Str]- 

(Central) -> [enlarged] 
(Bodyloc Mod)->[heart] 
(Degree Mod)->[extensive] 
(Certainty Mod)->[show]. 

Decreasing but persistent right upper lobe infiltrate. 
[Finding Str] 

(Central)->Cinfiltratel 
(Change Mod)->[decrease] 
(Bodyloc Mod)->[right upper lobe] 
(Status Mod)->[persistent]. 

Figure 6 Initial structured output forms. 

hilar adenopathy is contiguous and corresponds to the 
concept hilar adenopathy in our controlled vocabu- 
lary. When this phrase occurs in the reports, how- 
ever, it appears in many variant forms, frequently 
with additional modifiers, such as hilar and mediastinal 
adenopathy, adenopathy in the left hilus, significant ad- 
enopathy, left hilus, and adenopathy noted in left hilus. 
Generally the variant forms are so diverse that it 
would be impossible to enumerate all of them for 
each multi-word phrase. Instead, a set of mappings 
representing their compositional structures are main- 
tained. When a report sentence is processed, the 
initial structured form is compared with the com- 
positional mappings to determine whether any var- 
iant forms of multi-word phrases occur in the sen- 
tence. If a variant form is found, it is replaced by its 
corresponding target form. 

The mappings are maintained automatically. Because 
a multi-word phrase is a typical finding in radiologic 
reports, and therefore consists of a central concept 
and modifiers, it has a formal representation just like 
any other typical finding in a report. Its represen- 
tation can be created automatically by treating the 
multi-word phrase like a sentence and by processing 
it to obtain its structured form. When the processor 
produces a structured form for the phrase, it is saved 
in a knowledge base of mappings representing the 
compositional structures of decomposable phrases. 
Figure 7 shows three examples of compositional map- 
pings. The first mapping shows the compositional 
structure of enlarged heart. The first argument of the 
mapping, which is the value of the central finding, 
is used for indexing. The second argument of the 
mapping contains the structured form of the phrase 
and the third argument contains its target form. The 
mapping specifies that a structured form, consisting 
of a finding structure for which the central concept 
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mapping(enlarged,[[FindingStr]- 
(Central)->Cenlargedl 
(Bodyloc Mod)->[heart]], 

'enlarged heart'). 

mapping(adenopathy,CCFinding Str]- 
(Central)->[adenopathy] 
(Bodyloc Mod)->[hilum]], 

'hilar adenopathy'). 

mapping(size,[[Finding Str]- 
(Central)->Csizel 
(Change Mod)->[decrease] 
(Bodyloc Mod)->[heart]], 

'decrease in heart size'). 

Figure 7 Compositional mappings. 

Heart shows extensive enlargement. 
[Finding Str]- 

(Central)->[enlarged heart] 
(Bodyloc Mod)->[heart] 
(Degree Mod)->[extensive] 
(Certainty Mod)->[show]. 

Figure 8 Structured output form after phrasal regulari- 
zation. 

is enlarged and the bodyloc modifier is heart, has a 
target form enlarged heart. A sentence such as the 
heart appears to be severely enlarged would, after being 
processed, have a finding structured form where the 
central concept is enlarged. It would also have a 
bodyloc modifier with the value heart, a degree mod- 
ifier with a value severe, and a certainty modifier 
with a value appears. Because this form contains a 
central concept and bodyloc modifier that match the 
target form of the mapping for enlarged heart, the 
value of the central concept will be changed from 
enlarged to enlarged heart, but the modifier infor- 
mation will remain the same. 

Figure 8 shows the structured output after the com- 
positional matching is performed on the initial output 
of heart shows extensive enlargement, which is shown 
in Figure 6. The value of the central finding has been 
changed from enlarged to enlarged heart because the 
compositional mapping of enlarged heart was found 
to be subsumed by the initial structured form that 
was computed for the sample sentence. No change 
was made in the structured output of the second 
sentence in Figure 6 because it did not contain any 
phrases that were interrupted. 

The mappings are created automatically by pro- 
cessing all phrasal lexical entries that begin with the 
symbol phrase. Phrase is used to specify that a phrase 
may occur in a non-contiguous variant form. For ex- 
ample, in Figure 4, enlarged heart, hilar adenopathy, and 

decrease in size of heart are all designated as phrases 
that may be non-contiguous. Atomic phrases, which 
are specified using the symbol aphrase, always occur 
contiguously and therefore mappings are not created 
for them. 

The Encoder: Obtaining the Controlled Vocabulary 

Mapping the regularized structured forms to con- 
trolled vocabulary concepts is the final stage of the 
processing. This is accomplished using a knowledge 
base specifying synonymous terms. The synonym 
knowledge base consists of associations between 
standard output forms and controlled vocabulary 
concepts. For example, this knowledge base contains 
an entry for the form enlarged heart associating it 
with the controlled vocabulary concept cardio- 
megaly. Figure 9 shows some examples of these en- 
tries. The first argument of the synonym specification 
is the target or standard form of the textual phrase, 
the second is the controlled vocabulary concept, and 
the third is the semantic category of the synonym. 
If a target form is identical to a controlled vocabulary 
concept, it does not have to be specified in this 
knowledge base. For example, the target form car- 
diomegaly associated with the word cardiomecgaly di- 
rectly corresponds to a controlled vocabulary concept 
and it is not specified as a target form in the synonym 
knowledge base to avoid redundancy. 

In the encoding phase, if the structured output con- 
tains any values that match the first argument of a 
synonym entry in the synonym knowledge base, and 
if the semantic type of the form also matches, the 
second argument of the synonym entry, which is the 
controlled vocabulary concept, is substituted for the 
original value. At the end of this stage of processing, 
the only values that are in the structured form are 
unique controlled vocabulary concepts. 

synonym('appear'. 'moderate certainty',certainty). 
synonym('calcified primary complex'.'Gohn complex',cfinding). 
synonym('enlarged heart','cardiomegaly',cfinding). 
synonym('nodular density', 'nodular opacity'.pfinding). 
synonym('severe','high degree',degree). 
synonym('smaller heart'.'decrease in heart size',cfinding). 
synonym('shoW', 'moderate certainty',certainty). 

Figure 9 Synonym knowledge base. 

Heart shows extensive enlargement. 
[Finding Str]- 

(Central)->[cardiomegaly] 
(Bodyloc Mod)->[heart] 
(Degree Mod)->[high degree] 
(Certainty Mod)->[moderate certainty]. 

Figure 10 Final structured output form with controlled 
vocabulary concepts. 
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Figure 10 shows the final stage of the structured form 
for the sentence heart shows extensive enlargement. This 
form contains only concepts that are in the controlled 
vocabulary. This target structure was obtained by 
mapping the regularized forms shown in Figure 8 to 
the controlled vocabulary concepts. By comparing the 
two figures, we can see that the finding enlarged 
heart was mapped to cardiomegaly, the degree mod- 
ifier extensive was mapped to high degree, and the 
certainty modifier show was mapped to moderate 
certainty. This final mapping was facilitated by the 
first two stages of processing, which structured and 
regularized the contiguous and non-contiguous 
expressions in the original sentence. If the compo- 
sitional stage of processing were missing, it would 
be impossible to enumerate all variations of enlarged 
heart. Therefore, certain variations would be missed 
and consequently would not be mapped to the con- 
trolled vocabulary concept cardiomegaly. 

Immediately before this final stage of the processing, 
the reports were structured and variant forms 
regularized. The variety of expression that is intrinsic 
to natural language was already drastically reduced, 
facilitating the final mapping to controlled vocabulary 
concepts. The synonym knowledge base is simple to 
specify and utilize only because all the variants forms 
have already been mapped to standard phrases. If 
the variant forms were not mapped to standard 
phrases, this knowledge base and the associated 
mappings would be much more complex. 

After the encoded form is obtained, a post-processing 
clean-up procedure is performed to resolve inconsis- 
tencies that occur when a sentence contains both 
negation and certainty information, such as evidence 
of enlarged heart not observed. The target structure of 
negation information is a qualifier Certainty Mod 
whose value is no. The qualifier Certainty Mod is 
also a target structure for certainty information, such 
as possibly, except its value does not denote negation. 
Thus, the output for the sentence evidence of edema 
not noted would consist of a central finding whose 
value is edema, a certainty modifier whose value is 
high certainty, corresponding to evidence of, a cer- 
tainty modifier whose value is no, corresponding to 
not, and a certainty modifier whose value is high 
certainty corresponding to noted. It is logically incon- 
sistent to associate these different certainty values 
with a finding. 

The inconsistency is resolved by assigning an order 
of precedence to each value ranging from 5 for no to 
0 for high certainty. These values represent the five 
different values associated with certainty in our model. 
Whenever a target structure corresponding to a find- 

ing with qualifiers contains more than one certainty 
value, the one with the highest precedence is chosen. 
Thus, for a sentence containing negation and other 
certainty information, as in evidence of edema not noted 
and no edema noted, it will be determined that the 
value for Certainty Mod should be no. Another ad- 
justment is also made for sentences containing no 
... or . . . , such as no edema or pleural effusion, so 
that the final interpretation consists of two findings 
no edema noted and no pleural effusion noted. 

Results 

A preliminary study consisting of 230 reports that 
were randomly selected was undertaken to evaluate 
the processor. Four diseases: neoplasm, congestive 
heart failure, acute bacterial pneumonia, and chronic 
obstructive pulmonary disease, were chosen for the 
evaluation. The selection of the diseases was done 
by an independent physician based on McDonald‘s 
work.40 Because we wanted to determine how the 
text-processing system performed when it was not 
trained specifically for the four diseases, no change 
was made to the system once the four diseases were 
selected. Thus no new words or phrases associated 
with the diseases were added to the lexicon, and no 
new controlled vocabulary terms were added to the 
MED. 

Three physicians were given a listing in which each 
report was followed by a checklist of the four dis- 
eases. The physicians manually read each report and 
checked off the disease(s) that they felt were likely 
to be present according to the information in the 
report. The variance among the three physicians was 
great, and we concluded that more than three phy- 
sicians were needed for a definitive study. In addi- 
tion, more reports were also needed because certain 
conditions, such as chronic obstructive pulmonary 
disease, did not occur frequently enough to permit 
statistically significant results. We feel a subsequent 
evaluation should be performed utilizing more phy- 
sicians and more reports. 

Automated queries were also written to retrieve re- 
ports associated with the four conditions. The au- 
tomated queries utilized the structured outputs ob- 
tained from the text processor. A comparison was 
made between the results obtained manually and 
those obtained automatically. The “gold standard” 
for the automated system consisted of those reports 
checked by at least two of the three physicians. Recall 
and precision of the automated system for the four 
conditions were 70% and 87%, respectively. The re- 
call number was lower than anticipated because some 
of the retrievals were not sufficiently trained. The 
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processor itself performed very well, because a larger 
percentage of outputs were structured properly but 
were not retrieved by the queries. When the queries 
were corrected, the recall of the system improved 
considerably: recall was 85% and precision remained 
the same. 

We anticipate that the recall of the processor will be 
improved when more words and phrases are added 
to the lexicon. Presently, words and phrases that are 
clinically relevant but that occur relatively infre- 
quently are being added in the lexicon. However, it 
is possible that extending the lexicon to increase the 
recall could also have a .negative effect on the pre- 
cision of the system. Spelling errors also lowered the 
recall of the automated system. We do not offer a 
shelling-correction feature because it will shortly be- 
come available at CPMC with the introduction of a 
commercial word-processing system. 

Another significant result of the evaluation showed 
that certain ways of organizing the controlled vocab- 
ulary are more conducive to accurate retrieval. Al- 
though the proper structuring of the text is a critical 
task in representing the salient information, it is not 
the only task associated with the structured forms. 
Automated queries subsequently utilize the struc- 
tured forms to retrieve findings. In some circum- 
stances the findings in the text were structured prop- 
erly, but writing the query based on the encoded 
terms in the structured output form was not straight- 
forward. The difficulties could be corrected by mod- 
ifying the controlled vocabulary. Our results showed 
that multi-word terms, such as pleural effusion, are 
more likely to be included in a query than a singular 
term, such as effusion, with specific modifiers. We 
plan to modify our controlled vocabulary accord- 
ingly. 

Our results also showed that some queries are in- 
herently more difficult to write than others. The query 
to retrieve reports for neoplasm was more complex 
than the query to retrieve reports for congestive heart 
failure. The phrases implying congestive heart failure 
were fewer and less diverse, and therefore, both the 
processor and the query were effective without per- 
forming training just for congestive heart failure. There 
were many more words and phrases associated with 
neoplasm than with congestive heart failure. There- 
fore, to maximize effectiveness, it would have been 
beneficial to train both the natural-language proces- 
sor and the automated retrieval for neoplasm. For 
the processor, training would generally mean ex- 
tending the lexicon to add more words and phrases 
associated with neoplasm. For example, metastases 
and metastatic disease are in the lexicon currently, 

but metastatic deposits and bump, which were found 
in two new reports, are not. For the query, training 
would mean adding more controlled terms to the 
query. 

Discussion 

We chose the impression section of chest x-rays for 
our initial application because they encompass a com- 
plex domain of clinical medicine, contain a limited 
but substantial variety of body sites and internal 
problems, and yield useful clinical information for 
decision support and research. In addition, online 
radiology reports are readily accessible from the cen- 
tral patient database at CPMC. Although the proces- 
sor was evaluated using a random sample of 230 
reports, the processor has been used to codify the 
impression section of 8,000 chest x-ray reports. 

The text processor, using only the semantic grammar, 
was able to process the bulk of the clinical infor- 
mation in the domain of impressions of chest x-ray 
reports. As described above, semantic techniques work 
very well for simple sentences that contain common 
expressions or semantic patterns in the domain. The 
semantic component was effective for the given do- 
main because the reports are generally simple and 
naturally well structured. We believe this technique 
will also be successful for a substantial portion of the 
text sentences in many other domains (e.g., pathol- 
ogy impressions, echocardiogram findings, endos- 
copy findings, orders). However, the results would 
probably be not as good for less structured text (e.g., 
discharge summaries, admission and surgical notes, 
progress reports) unless a syntactic component were 
also used, and therefore we believe that a syntactic 
component is critical if the system is to be success- 
fully extended to those domains. The advantages of 
the semantic grammar is that the processing is ac- 
curate and efficient, and the semantic grammar can 
be developed relatively quickly. It took approxi- 
mately half a person year to develop it. 

The system will be extended to handle a broader 
variety of text by adding a syntactic grammar, which 
is currently under development. A medium-sized 
syntactic grammar has been written and is being tested. 
The syntactic grammar is much more complex and 
therefore requires a longer time to develop. We have 
been working on it for approximately two person 
years. 

In discussing the text-processing system, we also 
briefly discussed the design of a formal model that 
represents the informational content of the reports. 
The most important design criterion for our model 
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involved the balancing of conflicting requirements: 
the need for a complete representation of the infor- 
mation in the reports against the need for a repre- 
sentation that is not overly complex for use by de- 
cision support or other computerized processes. This 
entails that the informational content of the narrative 
be represented in a simple form while covering all 
types of critical information. For example, adding 
information expressing fuzziness and uncertainty in- 
creases the complexity of a system very much but is 
essential to represent. This type of information, which 
occurs frequently with radiology findings, as in mild 
opacity in left lower lobe, slight decrease in opacity in left 
lower lobe, and no opacity in left lower lobe, significantly 
changes the meaning of the findings and thus must 
also be represented. However, this also means that 
retrieval of findings is more complicated because dif- 
ferent modifiers must also be checked as they criti- 
cally affect the underlying meaning. 

Another crucial knowledge-representation issue that 
we discussed in this paper concerns the type of ad- 
ditional knowledge that is required to facilitate the 
mapping of natural-language expressions into unique 
medical concepts. Although the parsing component 
of the language processor significantly reduces the 
variety of ways of expressing information to stan- 
dardized linguistic forms (e.g., the standard form for 
cardiac enlargement, enlargement of heart, and heart is 
enlarged is enlarged heart), for each standard form 
there is usually a set of completely different linguistic 
forms that correspond to the same concept. In order 
for the retrieval of clinical information to be reliable, 
all the forms in the set have to be associated with 
the same concept. This is done using a synonym 
knowledge base that associates standard forms of 
words and phrases with concepts in the controlled 
vocabulary. For example, the form enlarged heart is 
associated with the concept cardiomegaly, which is 
in the controlled vocabulary. 

Conclusions 

We have developed and evaluated a text processor 
that extracts and structures clinical information from 
textual radiology reports and translates the infor- 
mation to terms in a controlled vocabulary so that 
the clinical information can be accessed by further 
automated procedures. Although the processor has 
been applied initially to the domain of chest x-ray 
impressions, the methodology is principled, modu- 
lar, and extensible, and, we believe, can readily be 
ported to other clinical domains. 

Our approach combines advantageous elements of 
different methodologies (pattern matching, semantic- 

based, and syntactic-based) into one uniform frame- 
work where the text processing algorithm is always 
the same, and only the grammars contain different 
language capabilities. This approach maximizes ac- 
curacy and efficiency because a semantic grammar is 
used initially. If the text cannot be handled using a 
semantic grammar, analysis will be attempted using 
a syntactic grammar. We have not yet added the 
syntactic grammar because it is still being tested. 
However, for the radiology domain, the semantic 
grammar is quite effective. This type of system can 
be developed rather quickly, because initially it can 
be built to handle limited information, and then it 
can be extended incrementally to handle a broader 
range of information without changing the under- 
lying approach. 

The potential for this methodology is to make avail- 
able a large body of clinical information that would 
otherwise be inaccessible for applications other than 
manual physician review. This methodology is not 
intended to replace coded data entry, but does offer 
an alternative when coded entry is not practical or 
acceptable to health care providers. Another potential 
for this processor is that reports from any radiology 
site and from any previous time period can be pro- 
cessed if electronic versions of the reports are made 
available. The result would be virtual enrollment of 
previously evaluated patients, which would greatly 
enhance the value of longitudinal and outcome stud- 
ies. 
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