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A blockchain consensus mechanism for real-
time regulation of renewable energy power
systems

Yi Yu 1,2,3, Guo-Ping Liu 1,2 , Yi Huang 4, Chi Yung Chung 3 &
Yu-Zhong Li 5

With the ongoing development of renewable energy sources, information
technologies and physical energy systems are further integrated, which leads to
challenges in ensuring the secure and stable operation of renewable energy
power systems in the face of potential cyber threats. The strengths of block-
chain in cybersecurity make it a promising solution to these challenges. How-
ever, existing blockchains are not well-suited for control tasks due to their low
real-time performance. Here, we present a consensus mechanism that enables
real-time security control of systems, called Proof of Task. Instead of solving
meaningless hash puzzles in Proof of Work, Proof of Task addresses problems
closely related to the stable operation and control performance of these sys-
tems. With the proposed verification mechanism, Proof of Task significantly
enhances the real-time performance of blockchain while mines its computa-
tional resources for tasks of interest. To demonstrate the effectiveness and
necessity of Proof of Task, it is deployed across three renewable energy power
systems. The results show that Proof of Taskmarkedly fortifies the security and
computing capability of these systems, ensuring their reliable and stable
operation. This work highlights the promise of blockchain to facilitate security
control and trusted computing of large-scale, complex-dynamic systems.

Renewable clean energy resources are gaining attention for their
immense potential to mitigate the environmental detriments asso-
ciated with fossil fuel consumption1,2. Increasing advances in technol-
ogies such as solar, wind, and hydrogen power have brought the
sustainability to power systems, but they have also endowed the sys-
tems with strong uncertainty and vulnerability3,4. To achieve large-
scale resource integration, the Renewable Energy Power Systems
(REPSs) will take the form of coordinated transmission from multiple
resources with huge quantities and wide geographical distribution.
The low inertia, limited overload tolerance, and high stochasticity of
generation units basedon renewable energy resources, interfacedwith
power electronic devices, make it necessary for the generation

subsystems to interact frequently during the regulation process4,5. In a
non-ideal communication environment, ensuring the secure and
uninterrupted operation of REPSs, amid pervasive data exchanges,
presents a formidable challenge6,7.

Incidents, such as the 2015 Ukraine blackout caused by an attack8,
illustrate the importance of cybersecurity for the stable operation of
power systems9. REPSs consisting of massive amounts of distributed
energy resources10,11 also face significant security risks from external
network intrusions, if not worse12,13. Motivated by these challenges, a
growing body of impressive research has been devoted to the devel-
opment of security control for REPSs to defend against potential cyber
threats14–19. Specifically, various control strategies for attack
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prevention16, attack detection17, and attack mitigation18 have been
proposed and applied to REPSs, including learning-based, game-the-
oretic, set-theoretic, and cryptography-based approaches.While these
efforts have achieved excellent results against specific attacks, they
often depend on an understanding of the dynamic properties of the
threats and may not ensure the captured data of the system is as
trustworthy as possible16. The reason is that most of these strategies
implement countermeasures that passively tolerate negative impacts
after an attack occurs or rely on detection-based packet discarding to
protect systems from specific types of attacks19. As a result, current
resilient methods are insufficient and limited in their defensive
capabilities.

The emerging blockchain technology holds the promise of
addressing the security issues at the root20,21. Among its numerous
characteristics, decentralization, security, and a single source of truth
stand out for their high compatibility with the demands of power
systems22,23. Specifically, the decentralization of blockchain comple-
ments the distributed control strategy of REPSs, which is also robust to
a single point of failure, prompting possibilities for blockchain-
enabled control24. The control algorithm generates control com-
mands based on measurements received via the communication net-
work, making the control effects susceptible to network anomalies.
The security features of blockchain will offer a guarantee of the
integrity of measurement data during interactions25. Furthermore, the
single source of truth strengthens the security of the control strategy
as it allows the system to adjust the transmission strategy based on
observed results.

Critical elements of the blockchain technology include Peer-to-
Peer (P2P) networks, consensus mechanisms, and smart contracts22.
Detailed descriptions of the roles of these components are provided in
Supplementary Note 1. Among these, the consensus mechanism
mainly determines the security and processing speed of blockchain,
making it a focal point of extensive research26. Due to its success in
underpinning Bitcoin27 and Ethereum28, Proof of Work (PoW) is often
regarded as themost popular consensusmechanism. Besides, Proof of
Stake is popularly known for eliminating the high energy consumption
associated with PoW and is utilized in Ethereum 2.0, etc29. Due to
varying evaluation criteria, the compelling aspects of various con-
sensus algorithms differ, while they also expose different flaws30.
Consequently, many advanced alternativemechanisms have emerged,
including Delegated Proof of Stake31, Delegated Byzantine Fault
Tolerance32, Proof of Capacity33, etc. It is an endless quest to design an
effective consensus mechanism that balances speed, scalability,
decentralization, and security.

Blockchain technology is shining in some areas such as finance,
energy management, and supply chain management34,35. For example,
Shibata proposed a blockchain mechanism for solving complex opti-
mization problems36, combining with the original hash puzzle of PoW.
This work offers blockchain the potential to fuel the training of deep
learning algorithms and solve other computational tasks. However, it
inherits the limitations of PoW, such as high resource consumption for
solving hash puzzles and long waiting times for usable solutions.
Subsequently, AlAshery et al. suggested a mechanism called Proof of
Clearance (PoC)37, which replaces the hashpuzzle in PoWwith awinner
determination problem in the energy trading market. PoC has been
applied in dispatch of energy power systems and trading of energy
markets, but it does not explicitly specify the conditions for verifying
whether a candidate solution is optimal, which is an aspect worth
further improvement. Additionally, a consensus mechanism, Proof of
Solution (PoSo), which substitutes the meaningless mathematical
puzzle in PoW with a meaningful optimization problem, was
proposed38. PoSo has achieved impressive results in energy dispatch
and trading due to its well-designed verificationmechanism. However,
its applicability is limited to optimization problems where optimal
solutions can be verified using the Karush–Kuhn–Tucker conditions

and the second-order sufficient conditions, which may not be suitable
for certain applications. Beyond these contributions, numerous stu-
dies are exploring the use of blockchain to enhance the efficiency,
security, and reliability of energy dispatch and trading in power
systems39–43.

However, the control of REPSs has unique characteristics com-
pared with aforementioned energy dispatch and trading, such as
numerous state constraints, complex multi-objective problems, and
high real-time requirements with a short time scale44. These nuances
pose significant challenges for classical consensus mechanisms. Con-
sequently, there are ongoing efforts to tap the potential of blockchain
in the area of control for dynamical systems45–49. Specifically, the
authors of ref. 45 introduced the blockchain consensus mechanism
into networked control systems and analyzed the relationship among
blockchain-induced communicationdelay, the size of the P2Pnetwork,
and system stability. Although the authors have further investigated
predictive control to enhance the suitability of blockchain for the
security control of networked systems46, their work remains at the
level of combining blockchain with control systems andmitigating the
drawbacks that blockchain brings to systems, rather than proposing a
consensus mechanism that integrates the unique characteristics of
real-time control and the multi-party nature of blockchain. Blockchain
was applied tomicrogrid control in ref. 47. However, similar to ref. 46,
this work applied existing consensus mechanisms to the security
control frameworkwithoutdesigning a consensus protocol exclusively
for the control of REPSs. Abdullah et al. proposed a blockchain-based
fault-tolerant control framework aimed at enhancing the response of
Industry 4.0 smart factories in the event of anomalies such as
cyberattacks48. However, for systems with short sampling periods,
such as REPSs, this method may be inadequate, as it assumes minute-
level sampling for industrial control systems.

To sum up, most existing studies have treated blockchain merely
as a means of data interaction in power energy systems, without
actually engaging it into the achievement of control tasks. Further-
more, existing research has only leveraged the multi-party verification
nature of blockchain, while its other inherent capabilities remain
underutilized. As a result, research on blockchain for the control of
power energy systems is still at an embryonic stage. In this work, we
suggest a blockchain consensusmechanism called Proof of Task (PoT)
for real-time control of REPSs. In PoT, the term “task” refers to various
control tasks of REPSs relevant to actual application scenarios.
Essentially, PoT determines which data will be adopted based on the
contributions made by peers in completing these control tasks. This
blockchain consensus mechanism features several distinctive char-
acteristics as follows.

(1) Similar to themathematical puzzles inPoW, theproblems tobe
solved by the peers under PoT are also computationally intensive.
However, we have assigned practical meanings to the actions of these
peers. In PoT, the problem to be solved is closely related to the control
performance of the system, while the verification criteria for the
published solutions are closely related to the stability of the system.
This approach could enable better integration of blockchain into the
REPSs, which has not been explored in previous work on blockchain-
based security control46–48.

(2) Other blockchains evaluate the posted solution as either
absolutely right or wrong, and the solution judged as wrong will be
directly discarded37,38. Instead, PoT employs a practical validation
mechanism that assesses the accomplishment degree of the submitted
solution in achieving control objectives. Such a feature allows the
system toobtainusable data in each roundof consensus, whichgreatly
improves the consensus efficiency, while effectively ensuring the real-
time performance of PoT-based regulation.

(3) Unlike existing consensus mechanisms37,38, PoT protects both
source data (measurements) and target data (control commands). This
dual protection not only defends against malicious nodes within the
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network, but also enhances the resilience of the system against
external cyber-attacks. By combining the practical verification
mechanisms mentioned above, it can be seen that PoT imparts
attractive attributes to REPSs, including higher security and more
computational resources, while ensuring the system stability and
accomplishing regulation objectives.

(4) In comparison to existing consensus mechanisms used for
dynamical systems45,47, PoT leverages the two main features of block-
chain, multi-party computation, and multi-party verification, to serve
the regulation task of REPSs. Moreover, distinct from existing security
control methods based solely on software algorithms15,17, PoT endows
the system with the capability to proactively defend against attacks
through efforts at both physical and algorithmic levels, without the
assumption of a specific model of the attack signals.

Ultimately, the effectiveness of PoT is demonstrated through its
application in a renewable energy resource-based microgrid system
and a multi-area interconnected power system. These results show
that blockchain could bring promising possibilities for real-time con-
trol of complex dynamic systems.

Results
Methodology of Proof of Task
Blockchain has the potential to enhance the security of data interac-
tions within the system. However, characteristics such as low real-time
performance have hindered the widespread adoption of blockchain
technology in the control of REPSs. In addition, taking into account the
internal and external challenges, i.e., simultaneously guaranteeing the

integrity of the nodes inside blockchain and defending against outside
attacks, the full exploitation of the computational resources of
blockchain has not yet beenwell realized. To this end, a PoT consensus
mechanism that enables real-time regulation is proposed in this paper,
as shown in Fig. 1.

First, a meaningful optimization problem associated with the
control task is issued for each peer to solve. To be specific, the cost
function serves as a performance metric linked to the regulation
objective, while the constraints play a critical role in ensuring the
stable operation of REPSs. In this way, the computing capabilities of
each blockchain node are fully unleashed, providing abundant com-
putational resources in addition to security guarantees for the control
of REPSs.

Second, the verification mechanism of PoT is original and com-
patible with regulation objectives of REPSs. Here, a combination of
stability-related conditions and optimality-based relative verification is
proposed to validate the published solutions. The stability conditions
are designed to ensure that the acquired control commands meet
fundamental requirements for system operation, while the optimality-
based relative verification improves consensus efficacy. This verifica-
tion approach provides each blockchain node with the opportunity to
participate in the realization of the control task, facilitating the inte-
gration of blockchain into real-time control systems.

For this matter, Fig. 2 demonstrates the utilization of computa-
tional resources under different blockchain consensus mechanisms.
Whether every peer participates in the solving process in PoW or only
one peer performs the computation in PoSo, there is only one
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Fig. 1 | Architecture of the PoT consensus protocol. Step 1: Agents l, j and k send
raw interaction data to the P2P network. Step 2: Nodes in the P2P network
exchange their data and perform the Majority Rule Principle (MRP) on raw inter-
action data belonging to each node. Step 3: Choose representative nodes to form a
delegation. Step 4: Delegates obtain their respective candidate control command
by solving a constrained optimization problem on the regulation Performance

Metric Function (PMF). Step 5: Delegates exchange solutions, validate viable con-
trol inputs through stability criteria, and choose a relatively optimal one on the
PMF. Step 6: Each delegate issues the locally validated command to the Actuator-
SideDecisionMaker (ASDM). Step 7: TheASDMselects thefinal control inputu*

l, PoT

based on the MRP. Step 8: The actuator takes input u*
l,PoT . Step 9: Score delegates

based on their performance in the round.
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submitted candidate solution waiting for validation. Besides, in the
absolute verification method they employ, only when the submitted
solution or its hash value is exactly equal to a desired value can it pass
validation. It is likely that multiple rounds of consensus will not yield a
trusted winner, which would significantly increase time delays. In
contrast, the PoT mechanism gathers all the candidate solutions gen-
erated by peers and selects the best one based on the performance
index function. This optimality-based relative verification enables the
system to obtain a trusted solution in each round of consensus, which
is one of the key endeavors of PoT to improve its real-time perfor-
mance. Furthermore, blockchain nodes participate in consensus as
both data publishers and validators, thus tapping into the computing
power of the vast majority of blockchain nodes.

Third, at the endof thefixedwaiting time in each roundof solving,
all blockchain nodes must simultaneously broadcast the current
solution obtained for the assigned optimization problem throughout
the delegation network. The simultaneous release of data ensures that
the time taken to solve the optimization problem is consistent across
all blockchain nodes, and determines the time delay imposed on the
system by the solving process in PoT. In this way, specialized techni-
ques, such as predictive control, can be designed to compensate for
these communication delays. In addition, this practice makes the time
required for problem solving and solution broadcasting controllable.
By setting a reasonable waiting time, PoT will take far less time to run
compared to other blockchain consensus mechanisms. This repre-
sents an improvement of the PoT mechanism to accommodate the
demands for high real-time performance in control systems.

Finally, not all blockchain nodeswithin the P2P networkparticipate
in the consensus process under PoT. Instead, appropriate delegates are
intelligently and dynamically selected to engage in the consensus
through a hybrid policy derived from a game. This reflects the intelli-
gence of the PoT mechanism and further improves the security of the
system. A blockchain network that remains static is more vulnerable to
attacks. For example, in ref. 50, a malicious adversary could devise an
efficient stealthy attack scheme against the system with a static com-
municationmode. In both PoW and PoCmechanisms, full participation
is involved in problem solving. Nevertheless, the PoSo mechanism
selects a delegation, from which a single leader is further chosen,
allowing only one node to participate in the computation. All of these
factors suggest that existing consensus algorithms may not be suffi-
ciently intelligent or robust against cyber-attacks.

In summary, the nodes in PoT will solve an optimization problem
related to the control tasks of REPSs, while the validation of candidate
solutions determines the stability of the system (Supplementary
Note 2). Therefore, the successful completion of PoT will be closely

tied to the secure and stable operation of REPSs. In addition, PoT
utilizes a simpler problem, rather than the complex and time-
consuming hash puzzles found in traditional blockchain, to meet the
requirements of real-time control. Although PoTmay not be as secure
as PoW, the combination of problem-solving related to control tasks
and a slightly more complex verification mechanism than PoWmakes
PoT suitable and competent for real-time security control of REPSs.

Proof of Task-based secure real-time regulation
From the perspective of the owned blockchain elements, the com-
parisonbetween theproposed PoT consensusmechanismandexisting
typical mechanisms is summarized in Table 1. As can be seen, the
current consensus algorithms are unsuitable for the regulation of
REPSs because none of them involves the conversion of transaction
data (measurements) into terminal data (control commands). It is this
conversion that imposes significant security and real-time require-
ments, which are not met by existing mechanisms, such as PoC
and PoSo.

Instead, the PoT mechanism not only protects data throughout
the entire control cycle against both external malicious attacks and
internal dishonest nodes, but also ensures real-time performance
through a specialized validation mechanism, etc. Consequently, the
PoT framework outperforms the existing work in this regard.

On the one hand, using theMRP twice in two steps of PoTmakes it
possible to protect both measurements and control commands of the
REPS. On the other hand, the advantages possessed by blockchain are
fully unleashed through a two-pronged approach of reducing the
induced delays of PoT and compensating for delays that cannot be
further eliminated. These advantages include rich computational
resources and high security. A real-time output regulation scheme
based on PoT is no longer merely a simple combination of blockchain
technology and the control system. Instead, the system dynamically
influences the elections within the PoT mechanism, while the execu-
tion of the PoT mechanism, in turn, determines the dynamic behavior
of the system.

In addition, the advantages and disadvantages of the PoT-based
regulation framework, compared to the existing output regulation
methods for REPSs, particularly regarding the robustness to a single
point of failure, etc., are summarized in Table 2. As can be seen from
the table, the proposed PoT-based output regulation scheme offers
significant advantages over existingmethods owing to two key factors,
namely its multi-node structure and its elaborate consensus mechan-
ism. Moreover, in the proposed framework, the regulation strategy is
deployed and executed in a distributed manner, which follows the
characteristics of distributed power resources in REPSs.

Yh
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PoSoPoW PoT

0.2

0.8

0.5
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Fig. 2 | Schematic for the exploitation of computing resources of blockchain
nodes in different consensus algorithms. Each small square represents the
computational resource of a node, and the color on it indicates whether its
resource is utilized and whether a valid result is obtained. The occurrence of
multiple colors ona square indicates thepresenceofmultiple situations. Ndenotes
that the node gets a solution that does not pass local validation. Yhmeans that the

node gets the solution to the issued meaningless problem. Yo indicates that the
nodegets the solution to the issuedmeaningful problem. IAmeans that the node is
not activated to solve the issued problem. The interval (0, 1) represents that the
node gets a feasible solution to the meaningful optimization problem, and the
magnitude of this value represents the optimality of the solution, where 0 and 1
indicate the node with no feasible and an optimal solution, respectively.
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Representative extensions of Proof of Task
PoT improves the system security while releasing computational
resources of the P2P network. As a result, there are twomain directions
for PoT variants. From the point of view of computational resources,
the P2P network can either take onmore computation tasks associated
with the controller or none at all. From a security standpoint, there is
potential to either add or reduce the authentication elements within
the PoT framework.

Based on the above discussion, two highly representative variants
can be shaped. To be specific, a variant called Degraded PoT (DPoT)
can be derived by centralizing the PoT mechanism and excluding the
P2P network from the computation tasks. At this point, DPoT would
facilitate secure transmission. Similarly, by incorporating local ver-
ification into the actuator, another variant known as Upgraded PoT
(UPoT) canbe evolved. It can be seenDPoT is easier todeploy in REPSs,
while UPoT further improves the security of REPSs against cyber-
attacks. These two distinctive variants are described in detail below.

(1) Upgraded PoTMechanism. Here, the UPoTmechanismwith re-
verification at the actuator is proposed for a kind of adverse scenarios
where more than 50% of nodes in the blockchain network suffer
attacks. In such cases, the broken data arriving at the ASDM will
dominate, and the actuator will use that corrupted signal based on the
MRP under PoT. To address this issue, the re-verification process is
implemented. When the actuator receives different control com-
mands, it not only counts which one occurs the most times, but also
verifies whether these values meet the stability conditions and com-
pares their performance functions after the control commands pass
the initial verification.

Counting is simpler for the ASDM than verifying conditions, cal-
culating performance functions, and making comparisons. Therefore,
the ASDM will first judge if all the received control commands are the
same during this control period. The best situation is that all the
commands presented to the ASDM are the same, then the data will
pass unanimously without the need for local validation. Notice that
attackers and dishonest nodeswill try their best to generate consistent
misleading data in order to maximize the damage to the system. In
other words, there are at most two types of data arriving at the ASDM:
one is real data, and the other is corrupted data. When two different
control commands arrive, it is not the one with more votes that wins
under UPoT, but the one that performs better after verification and
comparison of the performance functions. The specific procedure of
UPoT described above is detailed in Supplementary Algorithm 1.

Although a slight increase in workload, the newly added com-
parative validation makes UPoT more secure than PoT. The following
example supports this statement. It is assumed that the communica-
tion environment is such that there are no dishonest nodes in the
blockchain network and that the system only encounters external
cyber-attacks. In this scenario, the system based on PoT executes the
compromised control command as soon as attackers disrupt more
than half of the communications. Instead, UPoT can identify the cor-
rect candidate solution for the system as long as not all communica-
tions are corrupted.

(2) Degraded PoT Mechanism. PoT provides excellent security
and rich computational resources for accomplishing the regulation
task of REPSs. It can be seen that both PoT and UPoT maintain dis-
tributed architectures that necessitate a P2P network for each gen-
eration unit.While this architecture guarantees advantages such as the
plug-and-play functionality, it also incurs high costs. As illustrated in
Fig. 1, certain operations in PoT, such as the MRP, are executed more
than once in order to protect measurement signals and control com-
mands separately. Although PoT provides powerful computational
resources for REPSs, it simultaneously imposes demands on the
computational capability of participating peers. In some specific sce-
narios, these peers may not possess sufficient computational resour-
ces, or it may be inaccessible to free up their computational resources.

In order to develop a DPoT mechanism with a simpler structure
and reduced demands on P2P nodes, steps like delegation selection,
optimization problem solving, etc., are removed from original PoT,
and the distributed generation units share a public P2P network. In this
way, the DPoT mechanism can also be called as Proof-Free Consensus
(PFC). The architecture of the REPS under the PFC is given in Supple-
mentary Fig. 1. As can be seen, the PFC provides a paradigm for secure
data transmission since the P2P network is used only for data delivery.
In such a secure transmission mode, the computation of control
commands is not undertaken by the P2P network, but by a given
device. PFC-based regulation is centralized and is a minimalist var-
iant of PoT.

In all, variant operations of the PoTmechanism include changing,
removing, and adding components. The key elements of PoT are: (C1)
the selection of the delegation, (C2) the consensus on measurements,
(C3) the optimality proof and (C4) the smart contract. New actions that
can be incorporated include the re-verification at the actuator.
Removing certain elements from (C1), (C2), (C3), and (C4), as well as
adding an extra action, could form different variants of PoT. The

Table 2 | Comparison of different regulation architectures

Regulation architecture Centralized Decentralized Distributed resilient Blockchain-based distributed PoT-
based

Tolerance of single point of failures No Yes Yes Yes Yes

Defend against cyber-attacks No No Yes Yes Yes

Optimality of regulation No No No No Yes

Intelligence of regulation No No No No Yes

Examples 57,58 51,59 60,61 47,52 This article

Table 1 | Characteristics of different consensus mechanisms

Consensus
mechanism

Protected data Consensus value⋆ Meaningful
solution

Operation
center

Real-time Security Complexity Efficiency

PoW Transaction No No No Low High High Low

PoC Solution No Yes No Low High Low High

PoSo Solution No Yes Yes Medium High Low High

PoT Measurement and
solution

Yes Yes No High High Medium High

Consensus value⋆ denotes that there must be a value under a round of consensus.
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characteristics of UPoT and DPoT from the point of view of elements
increasing and decreasing are summarized in Supplementary Table 1.

In addition, depending on whether the blockchain nodes are
involved in generating control signals, the key applications of the PoT
mechanism can be summarized into the following two aspects. The
first is a blockchain-assisted real-time regulation scheme with high
security and powerful computational capability to serve complex
control tasks. The second is a blockchain-enabled security real-time
regulation scheme that serves general control tasks, where PoT only
plays a role in providing security. Thus, PoT, as a basic architecture,
comes with many variants that can be adapted to different application
scenarios.

Application 1: Proof of Task-based security regulation for DC
microgrids
Given the widespread distribution of renewable energy source-based
generation units, communication-based distributed regulation strate-
gies are prevalent in DC microgrid systems. However, the integration
of communication networks introduces potential cyber threats.
Research on secure regulation strategies for DCmicrogrid systems has
garnered significant attention and can be found in ref. 51 and refer-
ences therein.Most current efforts focus on detecting cyber-attacks or
tolerating the impact of damage to themaximum extent possible after
attacks. Therefore, it is imperative to develop regulation strategies to
proactively defend against attacks. In addition, optimization of the
control cost is also expected while ensuring the power quality, which
requires controllers with abundant computational resources. The
suggested PoT scheme, which allows interconnected Distributed
Generation Units (DGUs) to implement online optimal control algo-
rithms and guarantee regulation security, has the potential to address
the above challenges. This promotes the necessity of the PoT-based
secondary regulation strategy.

Therefore, the PoT mechanism is embodied in the scenario of
large-scale DC microgrid systems as an application. In this case, PoT
provides the functionality to derive trustworthy control commands by
solving the optimization problem for a DC microgrid suffering from
cyber-attacks, to achieve distributed secondary security regulation.
The structure of the islanded DC microgrid system with PoT-based
secondary regulation strategy is presented in Supplementary Fig. 2.
Detailed implementation, including the DC microgrid system model,
prediction compensator, and optimization problem, is given in Sup-
plementary Note 3. In addition, the flowchart of the PoT-based sec-
ondary regulation strategy is shown in Supplementary Fig. 3.

The testbed used in this case is a scaled-down IEEE 9-bus system
with five generation units developed in the laboratory, as shown in
Fig. 3. The prototype includes actual photovoltaic power generation,
storage batteries, photovoltaic simulators, and DC sources. Each
power source, along with the converter and filter, forms a distributed
generation unit connected to the bus. These buses are interconnected
by transmission lines to form the system shown in Supplementary
Fig. 4. Blockchain nodes are implemented on Raspberry Pi with
appropriate computational and storage resources, as marked in Fig. 3.

The PoT-based method offers effective defense against various
types of attacks. As an example, assume that a malicious
adversary initiates a false data injection attack on data interactions
within aDCmicrogrid. In linewith typical practices, in this experiment,
the launched attacks are described as ~yilðtÞ= yilðtÞ+αi

lðtÞζ
i, y
l ðtÞ

and ~ui
lðtÞ= ui

lðtÞ+β
i
lðtÞζ i, ul ðtÞ, 8i 2 Bl , where ylðkÞ= xlðkÞ=

½ΔVlðkÞ,ΔItlðkÞ,ΔϕlðkÞ,ΔγlðkÞ, eVl ðkÞ, εIlðkÞ�
T
, Bl denotes the set of

nodes in the blockchain network belonging to the lth generation unit,
αi
lðtÞ= diag fαi

l, 1ðtÞ,αi
l, 2ðtÞ, � � � ,αi

l, 6ðtÞg 2 R6×6 and βi
lðtÞ 2 R are

Bernoulli random variables indicating whether an attack has occurred,
ζ i, yl = ½ζ i, yl, 1 , ζ

i, y
l, 2, � � � , ζ

i, y
l, 6�

T 2 R6× 1 and ζ i, ul 2 R are contaminated data
injected by the attacker. Specifically, ζ i, yl,mðtÞ=Ay sinðωtÞ for

Fig. 3 | Panoramic view of the converter-based IEEE 9-busmicrogrid platform,
featuring five distributed generation units, alongside the OPAL-RT-based
Hardware-in-the-Loop (HIL) platform for themulti-area interconnectedpower
system. a Line impedance of the 9-bus and five local loads. b Raspberry Pi-based

blockchain implementation. c Photovoltaic (PV) panels. d Energy storage units.
e Photovoltaic simulator. f Raspberry Pi-based ASDM and actuators. g DC con-
verters. h DC sources. i Real-time digital simulator. j Upper computer.
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m= 1; 2; � � � ;6, and ζ i, ul ðtÞ=Au sinðωtÞ, where Ay and Au are the ampli-
tudes of the attack signals and ω is the angular frequency of the
sinusoidal signal. Aforementioned parameters are available at https://
github.com/blockchainer01/PoTREPSs.git. The five generation units
communicate using a ring topology as shown in Fig. 4a, and the upper
bound of communication delays is 40ms. Further explanations of the
variables are provided in Supplementary Note 3.

Now, the PoT-based distributed secondary regulation strategy is
tested and deployed on the hardware as shown in Fig. 4a, which also
illustrates the data flow of the DC microgrid with PoT-based control.
The structureof the code forPoT-baseddistributed secondary security
regulation is depicted in Supplementary Fig. 5. Further deployment
details are available at https://github.com/blockchainer01/PoTREPSs.
git. In this scenario, each blockchain network is implemented using
seven Raspberry Pi with Wi-Fi-based communication, as presented in

Fig. 3. According to the time required to solve the optimization pro-
blem, the waiting time for each node to issue the candidate control
command is set to 40ms.

For comparison, the traditional cooperation-based resilient con-
troller in ref. 14 and the existing blockchain-based security control
method in ref. 52 are employed in the testbed first. Figure 4b, c display
the output responses of the two controllers subject to attacks and
communication delays, respectively. The waveform results indicate
that, under the combined influence of attacks and delays, the existing
resilient secondary control approach fails to achieve the desired reg-
ulation performance andmay even lead to systemdivergence, which is
unacceptable. Similarly, the existingblockchain-based approach is also
inadequate for the distributed security control of DC microgrids. This
is primarily because themethod in ref. 52 onlydefends against external
attacks and does not account for disloyal nodes within the blockchain
network. Additionally, it cannot effectively compensate for commu-
nication constraints in a distributed manner.

Moreover, the responses of the DC microgrid under the PoT-
based distributed secondary regulation strategy without and with the
delay compensation mechanism are presented in Fig. 4d, e, respec-
tively. It can be seen that the output voltages of the microgrid are
regulated to around 48V and the currents are precisely allocated
among the distributed generation units in the set ratio of 1:1:1.8:1.8:1.8
under the PoT-based secondary control. Comparing Fig. 4b–d
demonstrates that PoT significantly mitigates the negative impact of
attackson theDCmicrogrid. Furthermore, comparing Fig. 4d, e reveals
that the prediction algorithm in PoT effectively compensates for the
inevitable time delays caused by data communication and the con-
sensus mechanism. Additionally, the power flow of the DC microgrid
corresponding to the steady state shown in Fig. 4e is presented
in Fig. 5a.

In addition to the waveform results and associated discussion
above, quantitative comparisons and analyses are provided. Specifi-
cally, Table 3 presents the probability of secure data transmission in
the microgrid system under the three methods. The moments of the
original attacks and those of the effective attacks after PoT on all
15 signals in the microgrid system are shown in Fig. 5b. Taking the
control signal u1 of the first DGU as an example, the original attack
signal and the attack signal under PoT are given in Fig. 5c. To illustrate
the effectiveness of the proposedmethod from a data perspective, the
security performance metric Hα and the control performance metric
Jtask are defined in (30) and (31) in Supplementary Note 3, respectively.
Figure 6a displays the results of Hα for the REPSs across 20 indepen-
dent trials under three different methods to demonstrate their effec-
tiveness in defending against cyber-attacks. Figure 6b presents the
results of Jtask in the same scenario to showhowwell differentmethods
accomplish the control task. The ratio of the probability of successful
defense w.r.t. probability of unsuccessful defense for PoT over 20
independent trials is illustrated in Supplementary Fig. 6, providing an
intuitive demonstration of PoT’s defensibility against cyber-attacks.
This figure highlights the long-term stable defense performance of the
PoT-based approach.

Based on the data presented in the above results, the defense role
imparted by PoT at the physical level significantly reduces the
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Fig. 5 | Data analyses of Application 1. a Power flow of the IEEE 9-bus microgrid
system with PoT-based secondary control. b Moment of occurrence of cyber-
attacks on all 15 signals of the DCmicrogrid. cDefend performance against attacks
on the control signal u1 of the DC microgrid with PoT-based secondary control.
Near dense and sparse points inb form one set of data, and there are 15 sets of data
in total. In each set of data, the dense and sparse dots represent the original attack
and the effective attack imposed on PoT, respectively. The meanings of the vari-
ables in the figure are available in Supplementary Table 2.

Table 3 | Probability of secure data transmission in the
microgrid system with different approaches

Methods\ DGUs DGU 1 DGU 2 DGU 3 DGU 4 DGU 5

Method 1⋆ 0.53 0.54 0.63 0.55 0.58

Method 2⋆ 0.81 0.77 0.75 0.80 0.79

Method 3⋆ 0.94 0.96 0.95 0.95 0.97

Method 1⋆, Method 2⋆, and Method 3⋆ refer to the approach proposed in refs. 14,52, and this
paper, respectively. The bold value in each column shows the probability of secure data
transmission corresponding to the method with the best performance.
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likelihood of REPSs being attacked compared to existing real-time
control methods. As shown in Table 3, the security of the microgrid
system with the proposed method reaches 95%, which surpasses
existing methods. While the security improvements PoT offers over
the existing blockchain-based security control method are less pro-
nounced than those over traditional resilient methods, this highlights
blockchain’s effectiveness in enhancing data security. However, in
termsof performancemetrics shown inFig. 6, theproposed PoT-based
control method still outperforms the existing blockchain-based
security control method.

In addition, the performance of the nodes with different optimi-
zation solvers during the operation of the DC microgrid under PoT is
given in Supplementary Figs. 7 and 8. By considering both solution
optimality and solving time, there is not a particular solver that is used
all the time throughout the system operation. Instead, different types
of solvers alternately win the PoT consensus. From the data shown in
the figures, under PoT, the distinct characteristics of different types of
solvers are explored, which improves the computing power of the
controller.

To further illustrate the effectiveness of the proposed PoT-based
regulation strategy, plug-and-play characteristics are evaluated. It is
assumed that the PVunit disconnects from themicrogrid due to a fault
at t2 and restores its power capacity at t3. Supplementary Fig. 9 gives
the voltage and current responses of the DC microgrid under the
unplugging and plugging actions of the 5th DGU. The results indicate
that the PoT-based regulation method exhibits plug-and-play cap-
ability while effectively defending against cyber-attacks.

The above results demonstrate that the PoT mechanism makes it
possible to simultaneously solve complex optimization problems and
achieve secure distributed control for microgrids. Although the multi-
node nature of blockchain introduces some unavoidable latency, the
distributed prediction in PoT addresses this flaw. Consequently,
the PoT-based distributed secondary regulation approach maintains
the inherent security and trustworthiness of blockchain while
leveraging the computational capabilities of nodes in the P2P
network. Meanwhile, the low real-time nature that previously hindered
blockchain’s application in power generation control systems is
eliminated.

Application 2: Proof of Task-based security load frequency
control
In power grids, mismatches between the power supply and demand
can cause frequency deviations from its rated value, thereby inducing
destabilization. Therefore, mitigating these deviations is crucial for
grid reliability. Load Frequency Control (LFC) aims to maintain fre-
quency fluctuations within a predefined range. However, due to the
rapid frequency response, LFC systems struggle with complex data
authentication algorithms such as encryption and decryption, making
them vulnerable to jamming and cyber-attacks. Therefore, it is
necessary todesign a PoT-baseddistributed LFCmethod formulti-area
power systems. In this case, PoT provides the functionality to compute
the trustworthy scheduling decisions by solving the optimization
problem for a three-area power systemunder cyber-attacks, to achieve
distributed security LFC. Details on the optimization problem to be
solved by the blockchain network, the attack patterns, etc., are pro-
vided in Supplementary Note 4.

The performance of the PoT-based approach in the presence of
step load changes will be evaluated in a three-area power system with
turbines and synchronous generators. The logic structure of this
power system is illustrated in Supplementary Fig. 10, where each area
is equipped with an automatic generation control system. Figure 7a
displays the data flow of the PoT-based interconnected power system,
alongwith the deployment architecture of the system.The structure of
the code for PoT-based distributed security LFC and architecture of
the HIL test system are provided in Supplementary Figs. 11 and 12,
respectively. Deployment details of PoT in the three-area power sys-
tem are available at https://github.com/blockchainer01/PoTREPSs.git.
In this test, the load in area 1 increases by 0.02 P.U. at t = 10 s, the loads
in areas 2 and 3 increase by 0.02 P.U. at t = 150 s, and the loads in all
three areas decrease by 0.02 P.U. at t = 250 s. It is worth noting that all
load changesΔPL,idecay to zeroafterfive seconds. The time stepof the
model inHILneeds to be chosen according to the simulation resources
ofOPAL-RT and the dynamic characteristics of the target system.Here,
it is set to 5μs. In general, a smaller time step results in amore accurate
simulation.

For comparison, the PoT-based LFC approach and the classical
cooperation-based resilient LFC strategy in ref. 53 are tested under

Fig. 6 | Comparative data analyses of Application 1. a Comparison results based
on the security performancemetricHα. bComparison results based on the control
performance metric Jtask. The middle part of a displays three enlarged subplots.

Themethods labeled as “Existingmethod 1” and “Existingmethod 2” correspond to
the approaches in refs. 14,52, respectively.
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cyber-attacks. System responses are shown in Fig. 7b, c. The results
indicate that the system becomes unstable under a cyber-attack when
utilizing the traditional resilient LFC approach. In contrast, the PoT-
based LFC ensures a smooth response in the multi-area power system
subjected to the cyber-attack, adhering to generation rate and load
reference setpoint constraints. Additionally, the quantitative results,
including performance metrics for both the existing and PoT-based
methods, are presented in Supplementary Table 3 and Supplementary
Fig. 13. Definitions of these metrics are provided in (46) and (47) of
SupplementaryNote 4. Thedata in thefigure show thatHα,lfc and Jtask,lfc
of the proposed method are smaller than those of the existing
approach. Supplementary Fig. 14 demonstrates the consistent per-
formance of the PoT method over multiple trials. In summary, the
above analysis confirms that the proposed PoT-based distributed LFC
algorithm can ensure the security of the system while optimizing its
operation.

Application 3: Degraded Proof of Task-based security regulation
for DC microgrids
The PFC is a DPoT mechanism introduced in the degraded PoT
mechanism part. Unlike Application 1, PFC-based secondary control is
developed and applied to the DC microgrid here. In this case, the
functionality of the PFC is to provide secure data transmission for a
centralized secondary controller equipped in theDCmicrogrid system
exposed to cyber-attacks. Since the PFCworks in a centralizedmanner,
all DGUs upload measurements or download control commands
through the same P2P network, as shown in Supplementary Fig. 1. It
can be found that the P2P network in the PFC no longer performs any
mathematical problems related to control tasks, but is only used for
data transmission.

In this application, the PFC-based secondary control strategy is
implemented on the Ethereum platform. Ethereum is deployed on
each Raspberry Pi. During the operation of the system, the PFC on
Ethereum manages data transfer between the generation unit and the
controller. Besides, post-consensus data forms a new block added to
the chain. Considering the long-distance communication between the
central controller and each generation unit as well as the operation
time of the Ethereum, there is still a delay in the execution of PFC.
Therefore, the PFC-based secondary secure control with delay com-
pensation is designed as (48) in Supplementary Note 5. The archi-
tecture of the DC microgrid under PFC-based secondary control is
presented in Supplementary Fig. 15. The logical structure of the
Ethereum platform and microgrid system is shown in Fig. 8a. The
structure of the code for the PFC-based secondary control is provided
in Supplementary Fig. 16. The corresponding deployment details can
be found in https://github.com/blockchainer01/PoTREPSs.git.

The effectivenessof the control strategy in this case is also verified
on the experimental platform shown in Fig. 3. Unlike PoT, where data
interaction is implemented directly in Raspberry Pi, this application
uses Ethereum. The attacks are consistent with those in the previous
case. During experiments, the round trip time delay measured by the
timestamping technique ranges from 12 to 13 steps. As can be seen
from Fig. 4e, the networked prediction mechanism in PoT can com-
pensate for this communication delay. However, the prediction
mechanism cannot handle arbitrary time delays. The number of time
steps it can compensate for depends on factors such as the accuracy of
the system model acquired by the controller, the communication
topology, and the prediction algorithm. Therefore, when deploying
the PFC on the Ethereum platform, one should try to minimize the
additional time delay brought by Ethereum. The status and perfor-
mance of the Ethereum are demonstrated in Supplementary Fig. 17.

To evaluate the effectiveness of the proposed method, it is com-
pared with the typical semiconsensus resilient control method in
ref. 54. As illustrated in Fig. 8b, the existing resilient method results in
varying degrees of oscillations in output voltages and currents, and
fails to achieve the expected current sharing. In contrast, the PFC-
based secondary control method, as depicted in Fig. 8c, regulates the
average output voltages to the desired level around 48 V and accu-
rately shares output currents in the ratio of 1:1:1.8:1.8:1.8. In addition,
some quantitative results are provided in Supplementary Table 4,
Supplementary Figs. 18 and 19, including comparisons of the security
probability as well as performance metrics with established methods.
These results demonstrate that PFC-based secondary control is still
capable of realizing the desired regulation goals for DCmicrogrids and
actively defending against cyber-attacks. In practice, the appropriate
PoT method can be selected based on the requirements for security
and regulation performance, as well as budget considerations.

Discussion
Security at the information layer becomes increasingly important for
the control, dispatch, and trading of power energy systems. With the
access to a largenumberof renewable energy resources, the increasing
level of power electronification and informatization in power energy
systems, traditional control methods in a passive way would be slug-
gish in the face of network imperfections. Developed PoT is a block-
chain consensus mechanism tailored for real-time control tasks,
providing reliable and desired regulation effects for REPSs in the
presence of cyber threats. The performance in the test validates that
PoT not only effectively improves the security and computing cap-
ability of power energy systems, but also facilitates the accomplish-
ment of complex control tasks under various physical constraints.
Furthermore, three different applications suggest that the proposed
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consensus protocol is both effective and generalizable for various
configurations of REPSs.

PoT has been successfully applied to the distributed secondary
control of renewable energy resources-based DC microgrids and load
frequency control for multi-area interconnected power systems. In
addition, the PFC, a kind of degraded PoT consensus mechanism,
provides a feasible and simplified solution for applying PoT in the
centralized control of DC microgrids. The superiority of PoT lies in its
real-time performance, multi-pattern data protection, and computa-
tional resource extraction, combined with the intelligence to percep-
tually adjust consensus participants. These characteristics allowPoT to
provide a trusted and fast computing paradigm. Besides being able to
provide abundant computational resources, PoT also possesses the
innate property of trustworthiness, which is not available in other
computing modes. This technology is promising to broaden the
application scope of blockchain, and facilitate the development of
smart energy.

Regardless of the size, REPSs would first determine their physical
topology, which may include common structures such as star, ring,
and mesh configurations. In certain topologies, the number of neigh-
bors that are electrically connected to a generation unit increases as
the system expands. However, these changes in the electrical layer
faced when scaling up to large-scale REPSs will not pose additional
challenges for the applications of PoT. This is because PoT does not
require the information layer and the electrical layer to be connected
in the samemanner. At this point, REPSs need to focus on themode of
data communication within the information layer, as this will directly
influence the deployment and control performance of PoT. If a fully
distributed communication is adopted, PoT deployment and applica-
tion will remain unaffected by the scale-up to large REPSs, since the
number of communicating neighbors will remain unchanged. With a
non-fully distributed communication, the amount of data that neigh-
bors interact with each other over the network becomesmore, and the
possibility of these data being attacked becomes greater. In this case,
achieving the same level of security as in small-scale systems would
necessitate a larger-scale blockchain, which may lead to a decrease in
the real-time performance of PoT. Therefore, a fully distributed com-
munication style would be preferable when deploying PoT in large-
scale REPSs, as it facilitates the scalability of PoT.

In essence, PoT enables the trusted real-time transmission and
rapid optimization problem solving. Within PoT, the control task is

formulated as an optimization problem, while the stability require-
ment of the system is transformed into a validation condition for
candidate solutions. In addition, multi-node computation and relative
optimality verification unleash the computational resources of the
blockchain network. While realizing the system stability and given
control objectives, PoT provides complex dynamic systems with
higher security and powerful computing capabilities. These attributes
allowPoT to be seamlessly suitable for the control of large-scale REPSs.
Besides, PoT can also be applied to the dispatch and trading of power
energy systems, as well as scenarios beyond the energy sector.

PoT offers interesting perspectives for both the blockchain and
control communities, but it also has certain limitations. First, the
quantitative mathematical relationship among the size of P2P net-
works, system security, and real-time performance is not revealed
systematically. Second, the trade-off between the optimality, security,
and the real-time nature of blockchain-enabled control needs further
investigation. Moreover, to facilitate real-time control of REPSs, PoT
makes certain compromises in security compared to traditional con-
sensusmechanisms. In PoT, for example, the problems solved by peers
are relatively simple, and the data transmission does not involve pro-
cesses such as encryption and decryption. Therefore, it is meaningful
and challenging to further enhance the security and privacy of PoT
while maintaining its real-time nature. Finally, given the short time
cycles required by real-time control systems, a significant challenge in
applying PoT to energy networks is the inability to complete the
computation of optimization problems within one or more control
cycles. The resulting delay must be carefully managed. Although there
is an active compensation mechanism for PoT-induced delays, a more
optimal solution may exist.

Methods
Algorithm of Proof of Task-based regulation
PoT, as a lightweight, highly real-time, and efficient consensus algo-
rithm, is able to facilitate the secure output regulation of REPSs. The
meaningful mathematical problem and the exclusive verification
mechanism make blockchain-based real-time control a computation-
ally effective solution for secure data transfer and security control. The
secure cooperative regulation framework based on the PoT mechan-
ism consists of nine steps as shown in Fig. 1. Taking a large-scale REPS
containing N DGUs as an example, some necessary elaboration on the
mechanism by which PoT strengthens the security of REPSs and
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Fig. 8 | Application of the PFC-based secondary control strategy in a DC
microgrid (Application3). aDataflowof the PFC-assistedmicrogrid systembased
on the Ethereum platform. Links #1 and #2 refer to the communication link

between external data and the Ethereum platform, and the communication link
between Ethereum nodes, respectively. b Responses of the existing method in ref.
54. c Responses of the PFC-based approach.
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clarifications on the deployment and execution of the PoT-based
regulation scheme are given below.

After the local and neighbors’ raw interaction data yl, yj are
delivered to all nodes in the local P2P network of the lth generation
subsystem in step 1, the consensus on each y½p, i�j in step 2 involves all
these nodes as this operation is straightforward. It should be noted
that the local raw interaction data yl refers to themeasurements of the
subsystem l, and neighbors’ raw interaction data refers to the pre-
dicted future states sent by the neighboring generation subsystems
over the communication network. These states contain physical
quantities required for regulation, such as output voltages and cur-
rents in REPSs. At this stage, the MRP is executed, protecting the
source data (i.e., measurements) in a manner analogous to a practical
Byzantine fault tolerance protocol. In this way, y½p, i�j with the superior
number will be kept by each blockchain node, denoted as y½p, i�j,MRP.

In step 3, ml nodes are selected from the P2P network using a
game-derived strategy. This strategy provides a guideline for dyna-
mically authorizing blockchain nodes that will participate in sub-
sequent processes during each control cycle. Since this strategy is
obtained offline, its execution introduces no additional delay to the
system. Numerous studies have explored game-based approaches,
with Supplementary Algorithm 2 offering one viable specific process.
The rigorous proof of the optimality and convergenceof the algorithm
can be found in ref. 55. It should be mentioned that only peers
authorized as delegates are responsible for solving the optimization
problem. This practice imbues PoT with intelligence and efficiency,
allowing it to make the best allocation of computation and consensus
tasks based on the likelihood of each node receiving an error message
and its historical loyalty. Moreover, it also introduces additional
uncertainties into the system, making it more difficult for malicious
adversaries to launch attacks, thus improving the security of the
system.

In step 4, we leverage the nodes in the delegation selected in the
previous step to optimize the performancemetric function under hard
conditions of system stability. Many online optimization algorithms
are faced with the problem of requiring large amount of computa-
tional resources and failing to respond in real time due to the com-
plexity of searching for the optimal solution. On the one hand, the
large number of idle nodes in blockchain provides attractive compu-
tational resources. On the other hand, the mechanism of fixed waiting
time for each round of solving enables PoT to retain an excellent real-
time performance.

It is worth mentioning that the consensus mechanism operates
over communication networks. Along with the complex calculation
and data transmission, there are inevitably communication constraints
such as time delays and packet losses. For this problem, which is
particularly challenging in some application scenarios sensitive to
communication constraints, we design a prediction technique to
actively mitigate these negative factors. For predictive control to
accommodate the total delay in PoT, the following steps are necessary:
accurate system modeling, an effective distributed prediction algo-
rithm, and an appropriate compensation mechanism. Details of these
steps can be found in Supplementary Notes 3–5. For scenarios where
components like constant power loads introduce nonlinear char-
acteristics to REPSs, simpler models can significantly reduce the
solution difficulty, while reflecting more dynamics can improve the
control performance. The fully actuated system approach offers a
promisingoption to effectively copewith this conflict56. Theprediction
technique ensures that the PoT consensus mechanism effectively
balances security and real-time performance, with security achieved
through multi-party verification and real-time performance enhanced
by state prediction.

In step 5, the control commands obtained by solving the con-
strained optimization problem on each node are exchanged among

the delegates and campaigned based on relative optimality. Such a
practice skillfully integrates the blockchain technology with the con-
trol tasks of REPSs. Specifically, a theoretical analysis first derive the
sufficient conditions that can guarantee the stability of the system and
the completion of the control objective. These conditions function as a
preliminary filter during the verification of candidate solutions. Solu-
tions that do notmeet these conditions are discarded, as their usemay
lead to control failure or even system collapse. Among the filtered
solutions that satisfy the conditions, they are further ranked by the
designed performance metric function to identify the relatively opti-
mal solution. In this way, it is guaranteed that at least one control
command that allows the system to operate stably can be produced in
each period. This is another key of PoT to improve its real-time
responsiveness.

Subsequently, in step 6, all delegates send their relatively optimal
solutions, obtained after verification and comparison in the previous
step, to the decisionmaker on the actuator side. In the PoTmechanism
presented in Fig. 1, the detailed implementation process for steps 4–6
is shown in Box 1. Furthermore, in step 7, the MRP is performed to
protect the target data (control commands) from potential attacks or
disloyalty, thereby ensuring a trusted control input. This control signal
is then applied to the actuator in step 8 to complete the regulation of
the REPSs. Finally, in step 9, a smart contract is developed to calculate
the credit score of each delegate participating in the consensus and
give corresponding feedback. Recall that in step 3, the system strate-
gically elects delegates that are favorable for output regulation. This
strategy relies on the static probabilities given by the prior knowledge
of the vulnerabilities of different nodes to cyber-attacks. In addition,
the smart contract further evaluates these delegate nodes and decides
whether any should be removed from the delegation. The election
mechanism and the smart contract both complement each other to
form a comprehensive security countermeasure that utilizes both the
prior and the posterior knowledge. A priori election strategy resists
malicious attacks from the outside, while a posteriori smart contract
defends against dishonest behavior occurring inside the blockchain
network.

Hardware and software
The converter used in Section Application 1: Proof of Task-based
security regulation for DC microgrids is a buck circuit where each
single phase switching circuit consists of an IGBT PM50RL1A120T01-
CA3G. The oscilloscope used in the experiments is Tektronix MSO
2024B, and the current probe is A622 AC/DC current probe. A Rasp-
berry Pi model B with 2GB RAM is used as the hardware implementa-
tion of the blockchain node. As shown in Fig. 3, there are five groups of
Raspberry Pi in the experimental platform to form the blockchain
networks. The Raspberry Pi runs the program written in C code,
including the PoT-based secondary control algorithm and the com-
munication module. The distributed nodes communicate with each
other using the UDP.

The PoT-based PFC mechanism in Section Application 3: Degra-
ded Proof of Task-based security regulation for DC microgrids is ver-
ified with a HIL system. The correspondingmulti-area power system is
developed using the SIMULINK environment and run in OPAL-RT, i.e.,
OP5700 and OP4512 shown in Fig. 3. The PoT-based LFC strategy
operates in the Raspberry Pi platform shown in Fig. 3. Then, HIL
simulations are performed using the wind turbine model in the hard-
ware FPGA of OPAL-RT and the control signals obtained from the
Raspberry Pi. The VNC Viewer software is used to access and take
remote control of Raspberry Pi. The blockchain network consists of
Raspberry Pi loaded with Ethereum client, and the details of the soft-
wares involved are available in Supplementary Table 5. There are five
optimization solvers used in the PoT implementation and their details
are available in Supplementary Table 6.
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Data availability
Data analyses are primarily conducted using MATLAB software. The
relevant data used in this study are available in the Figshare database at
https://doi.org/10.6084/m9.figshare.25375105. Source data are pro-
vided with this paper.

Code availability
Information about the software code and hardware requirements for
this study is available onGithub at https://github.com/blockchainer01/
PoTREPSs.git (also accessible via https://doi.org/10.5281/zenodo.
14055476). More details can be obtained from the corresponding
author upon request.
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