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Abstract
Background: While faculty have previously been shown to have high levels of 
agreement about the competitiveness of emergency medicine (EM) standardized 
letters of evaluation (SLOEs), reviewing SLOEs remains a highly time-intensive process 
for faculty. Artificial intelligence large language models (LLMs) have shown promise 
for effectively analyzing large volumes of data across a variety of contexts, but their 
ability to interpret SLOEs is unknown.
Objective: The objective was to evaluate the ability of LLMs to rate EM SLOEs on 
competitiveness compared to faculty consensus and previously developed algorithms.
Methods: Fifty mock SLOE letters were drafted and analyzed seven times by a data-
focused LLM with instructions to rank them based on desirability for residency. The 
LLM was also asked to use its own criteria to decide which characteristics are most 
important for residency and revise its ranking of the SLOEs. LLM-generated rank lists 
were compared with faculty consensus rankings.
Results: There was a high degree of correlation (r = 0.96) between the rank list initially 
generated by LLM consensus and the rank list generated by trained faculty. The 
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INTRODUC TION

Emergency medicine (EM) continues to see a high volume of applicants 
to the specialty, with the total number of applicants in 2024 exceeding 
prepandemic numbers from 2019.1 Reviewing residency applications 
continues to be extremely time-consuming, with one study estimating 
that each application requires between 10 and 30 minutes for review, 
adding up to hundreds of faculty hours for most programs.2 There is 
continued interest among stakeholders in reforming the application 
process to allow more time for best practices such as holistic review,3 
but many proposed reforms, such as application caps, are felt to be un-
acceptable.4 Significant challenges remain for programs attempting to 
accomplish a thoughtful holistic review of applicants,2 and there exists 
a strong need for additional tools to help programs review applicants 
more efficiently and effectively.

Recently, artificial intelligence large language models (LLMs) 
like ChatGPT have begun to be used to solve complex data analysis 
problems in fields as diverse as software development and customer 
service.5 ChatGPT has also been shown to be effective in the medi-
cal realm, achieving high levels of performance on the USMLE med-
ical licensing examinations6 as well as passing scores on specialty 
board examination tests.7 LLMs have also been shown to have use-
ful applications in medical research, including literature review and 
drug development.8 Within residency education, natural language 
processing has been used to predict whether applicants were invited 
for an interview with moderate precision.9

Previous work has shown that faculty show high levels of con-
sensus when evaluating the competitiveness of standardized letters 
of evaluation (SLOEs)10 and that this consensus holds for the new 
competency-based SLOE 2.0.11 An automated process for evaluat-
ing SLOEs offers the promise of greatly increasing the efficiency of 
residency applicant files; however, it is unknown whether LLMs are 
capable of analyzing SLOE data for competitiveness in the same way 
as human faculty. This study aimed to compare SLOE competitive-
ness rankings generated by an LLM to SLOE competitiveness rank-
ings generated by the consensus of trained faculty.

METHODS

Content generation and faculty consensus ranking 
process

We utilized SLOE content developed for a previous study by a panel 
of expert faculty using previously described methods.11 Faculty 
consensus rankings were generated by seven academic EM faculty 

with significant experience with SLOEs, also described in a previous 
study.10 These SLOEs were created to match the distribution of all 
SLOEs submitted nationally. No changes were made to the previ-
ously created SLOEs.

LLM ranking process

A free, data-focused LLM frontend was utilized to accomplish the 
analysis: Julius (Julius.ai), which leverages ChatGPT 4o. To accom-
plish its analysis, Julius generated code in Python.

To generate a rank list using the LLM interface, an Excel spread-
sheet containing the data from 50 mock SLOEs based on the new 
revised 2022–2023 EM SLOE template previously generated by 
faculty were uploaded into the Julius system for analysis. The LLM 
was opened to a fresh session and then given the prompts seen in 
Table 1.

As the initial response to this prompt often did not contain the 
entire list of 50 SLOEs or contained ties, it was then subsequently 
prompted to correct any errors. Analyses that were not completed 
due to errors or that generated output other than a full rank list were 
discarded. As LLMs often perform better when asked to iterate on 
an idea or topic and can sometimes take suboptimal shortcuts12 it 
was then given the second prompt to generate a revised list with 
more in-depth analysis.

Because LLMs are stochastic and may generate different re-
sponses to the same queries executed multiple times based on 
weights,13 the prompts above were presented to Julius seven dif-
ferent times (under a new thread each time to ensure that previous 
data was not being incorporated into the analysis) paralleling the 
seven faculty used to generate the initial consensus rankings; these 
rankings were then averaged to obtain the LLM consensus rankings.

Data analysis

The mean of the seven LLM ratings for each SLOE was dubbed the 
“Initial LLM Ranking.” The mean of the seven LLM responses to 
the second prompt was deemed to be the “Revised LLM Ranking.” 
The mean faculty rating for each SLOE was termed the “Faculty 
Consensus Ranking.” Agreement was then calculated between the 
LLM consensus scores and the faculty rankings. Exact agreement 
meant the two consensus rankings were the same, tight meant the 
rankings were within two positions of each other, and close meant 
the rankings were within four positions, while loose meant the rank-
ings were within six positions. Pearson's correlation coefficients 

correlation between the revised list generated by the LLM and the faculty consensus 
was lower (r = 0.86).
Conclusions: The LLM generated rankings showed strong correlation with expert 
faculty consensus rankings with minimal input of faculty time and effort.
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were also calculated using Excel. This study was deemed exempt by 
the Mass General Brigham Institutional Review Board.

RESULTS

The ranking agreements for each level (exact, tight, close, and loose) 
between the LLM rankings and the faculty consensus rankings are 
shown in Table 2. Graphical representations of the initial and revised 
LLM rankings versus faculty consensus are depicted in Figure  1. 
Correlation between the initial LLM ranking and the faculty con-
sensus ranking was 0.96 (p < 0.01). Correlation between the revised 
LLM ranking and the faculty consensus ranking was 0.89 (p < 0.01). 
A transcript of each of the seven LLM interactions is available as 
Appendix S1.

DISCUSSION

An artificial intelligence LLM appears broadly effective at determin-
ing the competitiveness of mock SLOEs and their rankings appear 
similar to faculty consensus. This approach, especially if developed 
further, offers a potentially useful time-saving tool to program lead-
ers tasked with analyzing large numbers of applicant letters, as the 
LLM was able to generate nearly identical rankings as trained faculty 
within seconds.

One interesting phenomenon noted in this study is that the 
model generated for scoring SLOEs mostly ignored the narrative 
data in favor of the rating scale data, despite explicit instructions 
to include it in the prompt (see Appendix S1 for full transcripts). It 
is unclear what may be driving this phenomenon. LLMs are clearly 
capable of parsing and analyzing narrative data. When asked explic-
itly to focus on the narrative data and create a system for scoring 
it, it can do so; however, it may be unclear on how to integrate and 
weight this sensibly with quantitative data, as suggested by the re-
vised LLM consensus results, which were less reliable than the initial 
LLM consensus. There are also anecdotal reports that artificial limits 
are being imposed on the true capabilities of the LLM,12 perhaps to 
limit the use of the computational power needed to generate re-
sponses. It is interesting to note, however, that when faced with a 
complex analysis task, humans may take similar shortcuts to what 
the LLM uses.14 A qualitative study examining how faculty evaluate 
SLOE competitiveness similarly shows that the narrative is one of 
the least important factors evaluated.15 However, the overall pro-
cess faculty describe for evaluating SLOEs is complex and includes 
multiple factors, in contrast to the somewhat simplistic scoring sys-
tems generated by the LLM in response to the initial prompt. It is 
interesting to note that despite the complexity described by faculty 
in their rankings, their consensus rankings are overall similar to that 
derived from the LLM's relatively simple scoring.

Notably, the competitiveness rankings generated by the LLM 
changed markedly when it was asked to consider what factors are 
most important when selecting applicants. In contrast to program 
directors, who lean most on the global assessment question,16 the 
LLM mostly ignored this, instead heavily prioritizing the SLOE's rat-
ings of clinical skills or other factors, which resulted in a consensus 
list that was less consistent with faculty consensus. However, LLMs 

TA B L E  1 Prompts provided to the LLM on how to analyze the 
list of SLOEs.

Initial LLM prompt:

Each of the rows in this spreadsheet represents an individual applicant 
to Emergency Medicine residency. The columns generally represent 
how highly each applicant was rated in each of these categories. For 
the “rank list” category, ‘Top 10’ is the highest score, ‘Top 1/3’ is the 
next best, followed by ‘Middle 1/3’, ‘Lower 1/3’, then ‘Unlikely’. For the 
“Guidance” category, “Minimal” is the best rating, followed by ‘Standard’, 
followed by ‘Moderate’, then ‘Most’. For the categories scored by 
numbers, ‘5’ is the highest possible score, ‘1’ is the lowest score. For the 
‘Ability’ categories, ‘Fully’ is most desirable, then ‘Mostly’, then ‘Pre’. 
The narrative column contains descriptive information about each 
applicant. You are the Program Director of an Emergency Medicine 
residency. Using all of the information provided, including the columns 
about how highly the candidate will reside on your rank list, the column 
about how much guidance the applicant will need, and the narrative 
information, think about which applicants are most desirable for a spot 
in your Emergency Medicine Residency. Please reorder the entire list of 
applicants from most desirable to least desirable with no ties.

Revised LLM prompt:

That analysis is superficial. Please be thoughtful in considering which 
characteristics are MOST important in selecting applicants for training 
to be an Emergency Medicine physician and reconsider the weights for 
each of the categories that make up the Composite Score.

Abbreviations: LLM, large language model; SLOE, standardized letters 
of evaluation.

Consensus: 
faculty rankings

Consensus: LLM initial 
rankings

Consensus: LLM 
revised rankings

Exact 22% 16% 18%

Tight 84% 56% 38%

Close 92% 76% 58%

Loose 97% 86% 70%

Correlation with 
consensus ratings

N/A 0.96 0.89

Abbreviation: LLM, large language model.

TA B L E  2 Ranking agreement for the 
LLM compared with faculty consensus 
rankings.
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offer the opportunity to substitute our own judgment instead: resi-
dency programs interested in prioritizing specific types of applicants 
(e.g., high receptivity to feedback) could easily ask it to reanalyze 
based on these criteria instead with more specific instructions in-
cluded in the prompt. This approach, however, should be undertaken 
with caution. LLMs are known to be vulnerable to bias17,18 and spec-
ifying increasingly fixed criteria may encourage programs to rank 
applicants with problematically similar “fit.”19 Periodic bias audits of 
LLM analyses may be necessary to ensure applicants are not being 
systematically disadvantaged.

Currently, practical limitations may limit widespread use of 
LLMs for SLOE analysis and residency selection. It is necessary for 
SLOE content to be reformatted and placed in an organized data-
base to allow LLMs to parse the data and perform their analysis; 
this is currently impractical to accomplish at scale for hundreds 
of real-life applicants. However, specialty-specific educational 
organizations like the Council of Emergency Medicine Residency 
Directors (CORD) could be useful for moving toward a future state 
where SLOE data are accessible in this way; centralization of critical 
resources for residency application has previously been proposed 

F I G U R E  1 Comparative 
competitiveness rankings.
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as a useful reform for increasing efficiency.20 Additionally, there 
may be questions around acceptability of LLM analysis, including 
whether residency program directors would feel comfortable out-
sourcing their SLOE review to an algorithm that currently devalues 
narrative data. Also, because SLOEs represent student data, the 
Family Educational Rights and Privacy Act (FERPA) dictates that 
they must be kept private;21 commercial LLMs without data pro-
tection built in would almost certainly be unacceptable for real 
SLOEs.

LIMITATIONS

This study is limited by the use of a single LLM to perform the analy-
sis; it is possible that other LLMs would analyze the data differently 
or that the LLM would have improved performance with additional 
training. Additionally, it is possible that the prompts were suboptimal 
and that different wording would have been interpreted by the LLM 
differently to generate different results. It was also limited by the 
use of mock SLOEs instead of real SLOEs and by the use of a small 
group of faculty raters to generate the “gold standard” consensus; it 
is possible that different raters using real SLOEs would create dif-
ferent results.

CONCLUSIONS

Large language models have the potential to generate useful rank 
lists of SLOE competitiveness that are highly correlated with ex-
pert faculty ratings of competitiveness with significantly less input 
of time and energy from faculty. Large language models performed 
worse when asked to use their own criteria to select residency 
applicants.
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