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ABSTRACT
Objective  To co-design artificial intelligence (AI)-based 
clinical informatics workflows to routinely analyse 
patient-reported experience measures (PREMs) in 
hospitals.
Methods  The context was public hospitals (n=114) 
and health services (n=16) in a large state in Australia 
serving a population of ~5 million. We conducted a 
participatory action research study with multidisciplinary 
healthcare professionals, managers, data analysts, 
consumer representatives and industry professionals 
(n=16) across three phases: (1) defining the problem, 
(2) current workflow and co-designing a future workflow 
and (3) developing proof-of-concept AI-based workflows. 
Co-designed workflows were deductively mapped to a 
validated feasibility framework to inform future clinical 
piloting. Qualitative data underwent inductive thematic 
analysis.
Results  Between 2020 and 2022 (n=16 health services), 
175 282 PREMs inpatient surveys received 23 982 
open-ended responses (mean response rate, 13.7%). 
Existing PREMs workflows were problematic due to 
overwhelming data volume, analytical limitations, poor 
integration with health service workflows and inequitable 
resource distribution. Three potential semiautomated, 
AI-based (unsupervised machine learning) workflows 
were developed to address the identified problems: (1) no 
code (simple reports, no analytics), (2) low code (PowerBI 
dashboard, descriptive analytics) and (3) high code (Power 
BI dashboard, descriptive analytics, clinical unit-level 
interactive reporting).
Discussion  The manual analysis of free-text PREMs data 
is laborious and difficult at scale. Automating analysis 
with AI could sharpen the focus on consumer input and 
accelerate quality improvement cycles in hospitals. Future 
research should investigate how AI-based workflows 
impact healthcare quality and safety.
Conclusion  AI-based clinical informatics workflows to 
routinely analyse free-text PREMs data were co-designed 
with multidisciplinary end-users and are ready for clinical 
piloting.

INTRODUCTION
Patient experience is a key indicator of 
healthcare quality and safety. Understanding 
the importance of measuring patient expe-
rience of healthcare has grown steadily 
over time and is now widely reflected in key 
healthcare performance frameworks, such 
as the Quadruple Aim.1 Improving patient 
experience has been associated with positive 
patient safety outcomes across diverse settings 
(eg, emergency care provision, paediatrics, 
elective surgery) and conditions (eg, chronic 

WHAT IS ALREADY KNOWN ON THIS TOPIC
	⇒ It is difficult to routinely capture and integrate the 
patient voice into quality improvement cycles at 
scale. Free-text data collected from patient-reported 
experience measures (PREMs) provide rich context 
into the patient experience. Digital solutions are 
emerging to analyse this unstructured data with 
speed and precision; yet, understanding how PREMs 
analysis can be digitised in healthcare settings re-
mains unexplored.

WHAT THIS STUDY ADDS
	⇒ In partnership with a statewide healthcare system 
in Australia as a case setting, this study identified 
problems with existing workflows to routinely anal-
yse free-text PREMs data. Three AI-based clinical 
workflows that use unsupervised machine learning 
algorithms were co-produced with multidisciplinary 
end-users to address the existing workflow prob-
lems and are ready to be evaluated in practice.

HOW THIS STUDY MIGHT AFFECT RESEARCH, 
PRACTICE OR POLICY

	⇒ AI can potentially improve how the narrative patient 
experience is routinely analysed at scale. AI-based 
semi-automated analytics could improve the speed 
and accuracy of analysing free-text PREMs data to 
advance towards a learning health system.
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heart failure, mental health, stroke).2 In a hospital setting, 
patient satisfaction is commonly surveyed via patient-
reported experience measures (PREMs). There are many 
validated PREMs that invite patients to rate elements of 
care using a simple numerical scale, which often overlook 
the richness of the patient narrative.3 Open-ended ques-
tions are now commonly included in PREMs surveys, such 
as ‘what was good about your care?’ and ‘what could be 
improved?’. Free-text (unstructured) data from patient 
experience surveys allow clinicians and administrators 
to learn from the narrative experiences (rather than just 
quantitative ranking data) of patients to conduct mean-
ingful continuous quality improvement activity cycles in 
healthcare settings.4

Analysing free-text data at scale is time and resource 
intensive and increasingly unsustainable as acute care 
populations continue to grow. The complexities of large-
scale manual analysis of free-text patient-generated 
health data are driving a new era of digital and AI-based 
analytical solutions. Natural language processing (NLP) 
and other machine learning (ML) techniques have 
emerged as contemporary tools to analyse free-text data 
from patient experience feedback.3 To date, most appli-
cations of NLP and ML for patient experience in health 
services have focused on analysing publicly sourced 
data from social media sites (eg, Twitter, Facebook) and 
healthcare forums (eg, National Health Service Choices, 
Yelp).3 There is limited research that has investigated 
how to integrate automation via NLP or ML techniques 
into routine practice to create a semi-automated (human 
and AI) workflow that analyses free-text PREMs data. Our 
study addressed this research and practice gap across 
three research questions (RQs):

	► RQ1: What are the current problems of analysing free-
text PREMs data in the state public healthcare system?

	► RQ2: What is the current workflow, and how can we 
co-design an optimal future workflow to routinely 
analyse free-text PREMs in the state public healthcare 
system?

	► RQ3: What are the requirements of a proof-of-concept 
AI-based clinical informatics workflow to routinely 
analyse free-text PREMs data in the state public 
healthcare system, and what is the theoretical feasi-
bility of translating this workflow into practice?

Our overall aim was to co-produce a AI-based (semi-
automated) clinical informatics workflow to routinely 
analyse PREMs in hospitals and health services in a state-
wide public healthcare system in Australia that delivers 
inpatient care to more than 1.3 million patients across 
114 hospitals each year.

METHODS
Study design
The study design was qualitative cross-sectional and 
adhered to the Consolidated criteria for Reporting Qual-
itative Research checklist (online supplemental mate-
rial).5 We adapted a generative co-design framework 

for healthcare innovation6 to answer our RQs in three 
phases: (1) framing the issue (ie, defining the problem) 
and understanding the current state, (2) generatively 
co-designing a desired future state and (3) exploring 
translation.6 Researchers and stakeholders collaborated 
across these three phases and applied specific qualitative 
methods to answer each RQ:

	► RQ1: Defining the problem (multidisciplinary stake-
holder focus group)

	► RQ2: Current workflow and co-designing a new work-
flow (statewide key informant interviews)

	► RQ3: Proof-of-concept and assessing the theoretical 
feasibility of translating a new AI-based workflow into 
practice (co-design workshops)

The study was theoretically underpinned by partici-
patory action research principles7 8 of iterative, collabo-
rative and open-ended enquiry to co-create knowledge. 
We pursued collaboration between researchers and 
multidisciplinary stakeholders with direct experience 
of the problem to encourage problem-ownership, open 
dialogue and create a shared research environment to 
promote healthcare improvement for analysing PREMs 
data.8

Setting
The setting for this study was a statewide public hospital 
(n=114) and health service (n=16) network in Australia. 
This health system provides acute care for >1.3 million 
inpatients annually. PREMs inpatient surveys have been 
implemented in all 114 hospitals since May 2021. The 
average statewide survey response rate is ~14%.

Participants and recruitment
Due to the focus on patient safety and quality improve-
ment, purposive sampling was used to identify and invite 
multidisciplinary stakeholders within the state healthcare 
system to participate. Directors/managers of the state-
wide patient safety and quality branch were purposively 
targeted for recruitment to answer RQ1 due to expert 
knowledge and experience of PREMs at a systems level. 
Multidisciplinary (healthcare professionals, data analysts, 
operational staff) stakeholders were purposively targeted 
in RQ2 to generatively co-design workflow solutions for 
PREMs data analysis. Multidisciplinary (quality improve-
ment managers, health consumer engagement leads, data 
analysts, researchers) stakeholders and a health consumer 
were purposively invited across diverse health services (by 
rural, regional and metropolitan geography given vari-
ations in services across the state) to generatively co-de-
sign workflow solutions for PREMs data analysis (RQ2). 
Inclusion criteria were staff members currently employed 
by the public hospital and health service network with 
an active role in patient safety and quality improvement 
activities. There were no exclusion criteria.

A short overview (10 min) explaining the aims, design, 
benefits and risks of the study was offered to potential 
participants. Participants could re-negotiate or withdraw 
consent at any time throughout the project. All qualitative 
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data collection was recorded with participant consent 
and transcribed automatically using Microsoft Teams. 
Researchers had no prior relationship with participants, 
participants’ knowledge of the researchers was limited to 
the present study, only approved researchers and partic-
ipants were present during research activities, and no 
research activities were repeated.

Patient and public involvement
A health consumer representative was engaged to co-de-
sign solutions to PREMs data analysis to answer RQ2. 
Health consumer engagement leads (staff) from the state-
wide public hospital and health service were also invited 
to participate. Health consumers were not involved in 
designing or developing the study. Results will be dissem-
inated via stakeholder email networks and social media.

Study procedure
RQ1: defining the problem
A statewide patient safety and quality branch was the 
primary stakeholder, and directors/managers (n=4) were 
invited to participate in a virtual focus group (~1 hour) to 
develop a problem statement relating to statewide PREMs 
free-text data analysis. Three open-ended questions were 
asked to develop a draft problem statement:
1.	 What is the current state of statewide PREMs free-text 

data analysis?
2.	 What is the ideal future state?
3.	 How can we fill the gap between the current and fu-

ture state?
The draft problem statement was iteratively refined via 

email by all stakeholders until consensus was reached. 
Data was collected (deidentified and aggregate) a priori 
on PREMs survey administration from the state patient 
safety and quality improvement team and stratified by a 
health service, including number of surveys distributed, 
survey responses (n (%)) and responses to the ‘satisfac-
tion with overall care’ question (n (%)) to summarise 
the current state of PREMs responses and inform the 
problem statement

RQ2: current workflow and co-designing a future workflow
Healthcare staff in health services with roles and respon-
sibilities related to PREMs inpatient data were identified 
by the improvement service engaged in phase 1. These 

healthcare staff were approached and invited to partic-
ipate in virtual key informant interviews (~45 min) to 
explore (a) the current state and (b) the ideal future state 
of local PREMs free-text data analysis in health services. 
Researchers (OC, Research Fellow (PhD); WC, Research 
Assistant (BSc); TS, Programme Manager (DipGov)) 
conducted key informant interviews with diverse quality 
and safety representatives (n=12) responsible for PREMs 
analysis across five health services. Semistructured inter-
views were conducted that explored: the current workflow 
for PREMs free-text data analysis, the ideal future state of 
workflows for PREMs free-text data analysis and the gap 
between the current and ideal states.

RQ3: proof-of-concept and theoretical feasibility assessment of an 
artificial intelligence (AI)-based workflow
The research team (comprising a clinical informati-
cian, health services researchers, research assistant, data 
analyst and project manager) conducted design work-
shops (2×2 hours) based on the ‘ideal future state’ solu-
tion requirements communicated by healthcare staff in 
phase 2. Qualitative data generated from phases 1–2 were 
analysed in an inductive-deductive approach to develop 
solution requirements. Individual solution requirements 
were first inductively defined from line-by-line codes and 
overall themes from the qualitative focus group (phase 
1) and key informant interviews (phase 2). Then, solu-
tion requirements were deductively mapped into three 
categories:
1.	 Must have: in scope, highly feasible
2.	 Should have: in scope, somewhat feasible.
3.	 Could have: out of scope, limited feasibility.

Two workshops (virtual and in-person) were then held 
to iteratively co-design technical solutions and workflows 
to enable AI-based analysis of PREMs free-text data at a 
large operational scale. The co-designed solutions were 
deductively mapped to the evidence-based Feasibility 
Assessment Framework (FAF)9 to assess the theoretical 
feasibility of integrating solutions into routine quality 
improvement cycles. Theoretical feasibility was assessed 
using the Technical, Economic, Legal, Operational and 
Schedule criteria (see table 1).

Stakeholders (healthcare staff) who participated in 
RQ1 (defining the problem) and RQ2 (co-design) were 

Table 1  Technical, Economic, Legal, Operational and Schedule (TELOS) criteria according to the Feasibility Assessment 
Framework9

TELOS area Objective

Technical Assess alternatives for buildability, functionality/performance, reliability/availability, capacity and 
maintainability.

Economic Assess whether benefits will exceed costs.

Legal Determine project’s ability to surmount regulatory and ethical requirements.

Operational Determine project’s environmental fitness (eg, culture, structure, systems, policies and stakeholder 
acceptance).

Schedule Assess whether the optimal/alternative solutions can be completed within desired or mandatory time.
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invited to provide expert feedback on the co-designed 
solutions and their mapping to the FAF.

Data analysis
Qualitative data derived from phases 1 to 3 were anal-
ysed using an inductive, thematic approach according to 
the framework method,10 which is designed to generate 
practice-oriented findings to support multidisciplinary 
healthcare research, across four phases: (1) transcription 
and familiarisation with interviews, (2) independent line-
by-line coding of the first three interviews (NVivo v.14) to 
develop an initial working analytical framework (WC, OC), 
(3) applying the analytical framework to the remaining 
transcripts (WC, OC) and (4) charting data into a final 
framework matrix to derive final themes and subthemes 
(WC, OC). Quantitative data of inpatient responses to 
statewide PREMs surveys derived from RQ1 was analysed 
using descriptive statistics (counts, percentages).

RESULTS
Participant characteristics
A total of 16 participants were recruited from across the 
state healthcare system to participate in RQ1 (defining 
the problem) and RQ2 (current state vs ideal future 
state). No potential participants refused to participate 
and no participants withdrew.

RQ1: Defining the problem
Quantitative data of PREMs inpatient surveys in the state-
wide target setting revealed that across 16 health services 
between 2020 and 2022, there were a total of 175 282 
PREMs inpatient surveys distributed that received 23 982 
responses (mean response rate, 13.7%) (online supple-
mental material). In the five health services targeted in 
phase 2 (HS Red, Orange, Purple, Navy, Maroon), there 
were a total of 92 925 PREMs inpatient surveys distrib-
uted that received 13 304 responses, delivering a mean 
response rate of 14% versus the state average of 12%.

Three issues were identified by participants (n=4) as 
core to the problem of routinely analysing PREMs free-
text data in their health service (see table  2). Partici-
pants identified that due to the amount of data received, 
limitations with data analysis, poor integration with 

health service workflows and inequitable distribution of 
resources across health services, using PREMs data to 
implement quality improvement activities was difficult.

RQ2: current workflow and co-designing a future workflow
A total of 12 healthcare staff and one health consumer 
were interviewed across five statewide health services, 
representing >30% of the state public healthcare system 
in major (n=2), regional (n=2) and remote (n=1) 
geographical settings. Qualitative analysis revealed three 
themes and six subthemes that describe the current and 
future (ideal) state of analysing free-text PREMs data 
(figure  1). Themes 1 and 2 describe the current state 
and theme 3 characterises the future (ideal) state (see 
online supplemental material for supporting participant 
quotes).

Theme 1: analysis and processing of patient-reported experience 
measures (PREMs data
All participants emphasised the manual and time-intensive 
nature of the existing workflow to analyse PREMs free-
text data (quote 1A, quote 1B). PREMs free-text data 
analysis was not completed consistently; key barriers 
were competing priorities and time limitations (quote 
1C). Formal qualitative analysis of PREMs responses was 
reported as rare. Two health services described a deduc-
tive analytical approach, whereby individual PREMs 
responses were applied to predetermined themes of 
interest to the health service.

Theme 2: translating patient-reported experience measures 
(PREMs) into quality improvement
Translation of analysed PREMs free-text data into quality 
improvement activities varied across all health services 
and ranged from ‘complaint management’ to proactively 
generating targeted solutions to health service problems 
with multidisciplinary staff (quote 2A, quote 2B). Partic-
ipants generally reported difficulty in translating PREMs 
responses into quality improvement activities; yet there 
was curiosity in the story the data was telling and how 
PREMs analysis is used to target improvement initiatives 
in clinical priority areas (Quote 2C).

Table 2  Problems of analysing patient-reported experience measures (PREMs) free-text data as identified by statewide 
healthcare staff (n=4)

Problem Description

Data analysis 	► Large free-text data volume.
	► Non-representative survey samples.
	► High administrative burden for manual analysis.

Health service workflows 	► Inability to analyse PREMs data in near or real time.
	► Inability to use data insights for quality improvement in clinical environments.
	► Difficult to compare PREMs data over time and place.

Capability and resourcing 	► Time-poor clinical and administrative health service staff.
	► Inequitable resourcing across the healthcare system.
	► Gaps in capability to analyse qualitative data at scale.

https://dx.doi.org/10.1136/bmjhci-2024-101124
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Theme 3: desired characteristics of ideal patient-reported 
experience measures (PREMs) analysis workflows
Automation was a universally desired characteristic of 
future state PREMs free-text data analysis workflows 
(quote 3A). Despite positive overall attitudes towards auto-
mation of workflows, one health service cautioned that 
automation may struggle to replace authentic, human-
centred value that is derived from manual analysis (quote 
3B, quote 3C). The disparity in resourcing capabilities for 
PREMs free-text data analysis between rural and metro-
politan sites was noted as motivation for an automated 
solution as it could reduce inequalities in staffing for 
PREMs analysis (quote 3D). Augmenting existing point-
in-time statistics with longitudinal descriptive analytics 
to monitor and evaluate PREMs feedback over time and 
place was viewed as desirable (quote 3E). Upskilling staff 
in a new technical solution was recognised as a signifi-
cant investment; however, there was acknowledgement 
that disruption is typical in healthcare environments and 
would ultimately produce a return on investment (quote 
3F, Quote 3G).

RQ3: proof-of-concept and theoretical feasibility assessment 
of an artificial intelligence (AI)-based workflow
Semi-automated (artificial intelligence (AI)-based) content analysis 
tool
Results from RQ2 demonstrated the healthcare staff 
desired an automated solution to analyse free-text PREMs 
data that maintained human-centred authenticity and 
was realistic to implement in practice. Given emerging 
research applies NLP to analyse patient experience data 
and demonstrates its feasibility across a range of settings 

(social media, healthcare),3 11 we identified Leximancer 
(v4.5)—an AI-based semi-automated content analysis tool 
—as a potential validated solution that was aligned with 
healthcare staff needs.12 Prior research demonstrated 
that Leximancer is 74% effective at mapping complex 
concepts from matched qualitative data and >3 times 
faster than traditional manual thematic analysis.13 Lexi-
mancer applies an unsupervised ML algorithm to reveal 
patterns of terms in a body of text.14 It then generates 
networks between terms to develop ‘concepts’, which are 
collections of words that are linked together within the 
text, and group them into ‘themes’—concepts that are 
highly connected.14 Leximancer displays the relation-
ship between concepts and themes visually. The primary 
output of Leximancer is an inter-topic concept map (see 
online supplemental material for a published example).15

Solution requirements
The results of phases 1 and 2 were consolidated with two 
design workshops held with the Leximancer team (n=3) 
in phase 3 to generate solution requirements . Solution 
requirements were presented to Leximancer staff to 
inform workflow development. ‘Must have’ requirements 
of an ideal (future state) PREMs free-text data analyt-
ical workflow were advanced descriptive analytics (eg, 
multilevel stratification by health system demographics), 
dashboard visualisation, ability to view raw free-text data, 
automation of reports and findings and privacy manage-
ment controls. ‘Should have’ requirements added the 
ability to selectively analyse free-text data by using custom 
dates and additional stratification by quantitative patient 
demographic details. ‘Could have’ requirements added 

Figure 1  Final themes and subthemes related to current and future (ideal) state of patient-reported experience measures 
(PREMs) free-text analysis workflows from key informant interviews.

https://dx.doi.org/10.1136/bmjhci-2024-101124
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Table 3  Theoretical feasibility assessment of three artificial intelligence (AI)-based semi-automated workflows to routinely 
analyse free-text patient-reported experience measures (PREMs) data

TELOS area Overall assessment No code Low code Full code

Technical feasibility
	► Technical workflows 
rely heavily on 
academic partners 
in no/low code 
solutions and 
transition to health 
service ownership in 
full code.

	► A ‘red flag’ feature 
enables automated 
querying of concepts, 
for example, ‘harm’, 
‘unsafe’ and ‘angry’, 
to quickly identify 
cases requiring 
urgent health service 
or ward attention.

	► Deductive (forced), 
inductive (discovery), 
flagged (‘red flag’ 
words).

	► Leximancer licence 
(academia).

	► Prestratified data.
	► Flat reports (portable 
document format) sent 
to user profiles.

	► Deductive (forced), 
inductive (discovery), 
flagged (‘red flag’ words).

	► Leximancer licence 
(academia).

	► PowerBI dashboard.
	► Descriptive analytics.
	► User stratifications 
(predefined specifications 
based on PREMs survey).

	► Deductive (forced), 
inductive (discovery), 
flagged (‘red flag’ words).

	► Licencing: enterprise and 
hospital level.

	► PowerBI dashboard.
	► Descriptive+Leximancer 
analytics.

	► User stratifications 
(predefined specifications 
based on PREMs survey).

	► Read/write data 
interrogation in 
Leximancer.

Economic feasibility
	► Economic 
investment increased 
proportionally to 
technical complexity 
of the no code, low 
code and high code 
solutions.

	► Investment required 
education and 
training of healthcare 
staff.

	► Predicted economic 
benefits were 
reduced labour 
and resource 
requirements, manual 
workflows and 
improved analytical 
speed. These 
hypotheses require 
testing.

	► Minimal costs for 
centralised management.

	► Low costs for training 
and development.

	► No cost for software 
development.

	► Moderate costs for 
centralised management.

	► No costs for Leximancer 
licensing.

	► Low costs for training and 
development.

	► Moderate costs for 
centralised management.

	► Low costs for Leximancer 
licensing.

	► Higher costs for training 
and development.

Legal feasibility
	► All solutions required 
shared governance 
oversight between 
academia, healthcare 
and industry, to 
ensure the security 
and integrity 
of patient data 
workflows.

	► Data must remain 
inside the health 
service digital 
environment and 
firewall to maintain 
privacy.

	► Conjoint governance 
committee.

	► Data remains inside 
health system firewall.

	► Designated person to 
access and analyse 
PREMs data.

	► Conjoint governance 
committee.

	► Data remains inside health 
system firewall.

	► Healthcare 
staff+designated persons.

	► Conjoint governance 
committee.

	► Data remains inside health 
system firewall.

	► Healthcare 
staff+designated persons.

	► Healthcare staff have full 
read/write control.

Continued
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capability to longitudinally monitor themes and concepts 
to identify trends in patient experience. Solution require-
ments were generated for three potential solutions of 
increasing complexity and capability for end-users to 
consider:
1.	 No code (must have requirements only).
2.	 Low code (must have + should have requirements).
3.	 High code (must have + should have + could have 

requirements).

Feasibility Assessment Framework
Table  3 presents the completed theoretical feasibility 
assessment of three potential solutions—no code, low 
code, high code—to integrate an AI-based content anal-
ysis workflow into routine PREMs reporting and analysis 
workflows in the statewide health system. Figure 2 shows 

the sample dashboard (using mock data) for displaying 
AI-based analysis of PREMs free-text data in a low code 
solution.

DISCUSSION
Principal findings
This qualitative study explored the use of AI with multi-
disciplinary end-users to analyse routinely collected 
free-text PREMs data in hospitals and health services in 
a large state in Australia. The current methods used by 
health services and healthcare professionals to analyse 
PREMs free-text data are manual, time-consuming and 
labour-intensive with limited supporting resources to 
drive continuous quality improvement. Driven by an 

TELOS area Overall assessment No code Low code Full code

Operational feasibility
	► Seamless workflows 
to (1) extract (2) 
analyse and (3) 
act on data were 
required. (Near) real-
time (eg, 1 month) 
analysis was required 
for continuous 
monitoring and 
surveillance.

	► Analysis lead: academia 
(and health system as 
desired).

	► Data workflow: 
extraction, analysis, 
action.

	► Education and 
training: Leximancer 
interpretation.

	► Analysis lea:– academia 
and health system together.

	► Data workflow: extraction, 
analysis, action.

	► Education and training: 
PowerBI, analytics.

	► Analysis lead: academia 
and health system 
together.

	► Data workflow: extraction, 
stratification, analysis, 
action.

	► Education and training: 
Leximancer, PowerBI, 
analytics.

Schedule feasibility
	► Timelines were 
considered feasible 
by academic and 
industry partners.

	► Time to implementation: 
ASAP (1–3 months).

	► Time to implementation: 
3–6 months.

	► Time to implementation: 
6–9 months.

TELOS, Technical, Economic, Legal, Operational and Schedule.

Table 3  Continued

Figure 2  Sample dashboard (using mock data) for displaying AI-based analysis of patient-reported experience measures 
(PREMs) free-text data in a low code solution.
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unsupervised ML algorithm, these workflows appeared 
theoretically technically, operationally and legally feasible 
to integrate into routine practice. Healthcare staff were 
optimistic and ready for a digital transformation of their 
PREMs free-text data analysis workflows to improve front-
line capability for quality improvement of inpatient care 
at new levels of speed and precision.

Comparison to literature
Open-ended questions are an essential component of 
the ‘patient voice’ and often are used to describe nega-
tive experiences that become highly useful for health-
care management teams to drive quality improvement.16 
The patient narrative is also an essential part of clinical 
reasoning.17 18 Fragmentation or underappreciation of 
the patient story in the context of electronic medical 
records has been shown to impede efficient healthcare 
relationships and care delivery.19 Automated solutions for 
analysing unstructured health data have been explored 
with increasing intensity over the past decade to capture 
the richness of the patient narrative. Early research 
succeeded in predicting the agreement between a patient’s 
structured (closed-ended) experience feedback with 
their unstructured (open-ended), free-text comments to 
a high degree of accuracy.20 Sentiment of patient experi-
ence (eg, positive, negative, neutral) was also investigated 
to quickly classify and track improvements in patient 
experience over time and place.21 This has advanced to 
developing comprehensive digital systems to analyse free-
text PREMs data in real time and visualise their results to 
healthcare professionals.22 A PREMs observatory in Italy 
demonstrates capability to monitor PREMs data using 
online reports across multiple healthcare regions and 
conduct real-time qualitative analysis that is returned to 
healthcare staff on the ward as actionable feedback to 
‘close the loop’.22 Similarly in the Netherlands, a new 
open-ended PREMs questionnaire, NLP analysis pipeline 
and visualisation package, called AI-PREM, was co-de-
signed with patients and clinicians to provide real-time 
analysis of free-text PREMs data for healthcare profes-
sionals, although its application in real-world quality 
improvement cycles remains unclear.11 Recent research 
has also co-designed web-based dashboards using free-
text PREMs data that are highly usable.23 Understanding 
how their application in routine healthcare workflows 
affects the quality and safety of care over time remains a 
translational gap.

Implications for patients and health services
‘Improved patient experience’ is one quadrant of the 
Quadruple Aim of Healthcare,1 a unifying framework that 
is emerging as a standard for meaningfully evaluating the 
value of digital healthcare.24 Digitising analysis of free-
text PREMs data could improve patient experience of 
healthcare by enabling a learning health system (LHS). 
An LHS collects data, generates new knowledge and 
translates benefits in a continuous cycle of improvement 
that generates improvements to the quality and safety 

of healthcare.25 Healthcare stakeholders in the present 
study presented a clear vision for the ‘ideal future state’ 
of PREMs analysis that aligned strongly with a LHS—
one that is automated, monitors trends over time and 
is integrated into existing workflows—to guide targeted 
quality improvement at a ward and facility level. As with 
any digital healthcare transformation, there are likely 
cultural, behavioural and operational impacts of imple-
menting AI-based analysis of free-text PREMs data, such 
as digital deceleration, transient reduction in operational 
efficiency post-transformation and digital hypervigilance, 
whereby actors can unnecessarily overcompensate in their 
response to potential issues.26 Healthcare professionals in 
this study expressed their willingness to receive specialist 
training in semi-automated PREMs analysis to reduce 
potential disruption26 and that any immediate opera-
tional difficulties with a new system would be outweighed 
by long-term efficiencies.

Limitations
Patients are the ultimate stakeholder in this research, 
and while our study did include consumer representa-
tives, future research will require meaningful coproduc-
tion and governance of AI PREMs analysis workflows with 
patients and consumers.

CONCLUSIONS
Currently, health services rely on manual analysis and 
interpretation of free-text data collected from PREMs 
questionnaires that is difficult to translate into healthcare 
quality improvement activities. This limits the capacity for 
routinely incorporating the rich patient narrative into 
routine quality improvement. This study co-produced 
AI-based clinical workflows to routinely analyse free-text 
PREMs data to address this problem. Future research into 
the implementation of AI-based PREMs analysis must be 
prioritised as PREMs data are increasingly part of global 
health system infrastructure. Healthcare improvement 
will likely accelerate by integrating the consumer voice 
into routine clinical governance activities.
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