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Abstract
Artificial intelligence (AI) is transforming respiratory healthcare through a wide range of deep learning and
generative tools, and is increasingly integrated into both patients’ lives and routine respiratory care. The
implications of AI in respiratory care are vast and multifaceted, presenting both promises and uncertainties
from the perspectives of clinicians, patients and society. Clinicians contemplate whether AI will streamline
or complicate their daily tasks, while patients weigh the potential benefits of personalised self-management
support against risks such as data privacy concerns and misinformation. The impact of AI on the clinician–
patient relationship remains a pivotal consideration, with the potential to either enhance collaborative care
or create depersonalised interactions. Societally, there is an imperative to leverage AI in respiratory care to
bridge healthcare disparities, while safeguarding against the widening of inequalities. Strategic efforts to
promote transparency and prioritise inclusivity and ease of understanding in algorithm co-design will be
crucial in shaping future AI to maximise benefits and minimise risks for all stakeholders.

Introduction
Artificial intelligence (AI) is transforming respiratory healthcare. It can enable early diagnosis of
respiratory disease, reduce patients’ waiting time in primary care or hospital triage processes, facilitate
medication adherence and support self-management by recognising deterioration and giving patients
tailor-made advice about adjusting medication to prevent attacks [1]. Figure 1 illustrates a vision of the
current and the future roles of AI in supporting respiratory healthcare. While AI can improve health
outcomes and support efficient routine care, it also raises concerns regarding data privacy, algorithmic bias
and potential misuse in supporting patient care [1, 3]. This review considers the opportunities and
challenges of using a spectrum of AI in respiratory care, from rule-based expert algorithms to the widely
discussed deep learning and generative AI models such as the large language models (LLMs) and the
breakthrough beyond generative AI. ChatGPT (OpenAI), Copilot (Microsoft) and Gemini (Google) are
examples of machine learning models in generative AI that can recognise, summarise, translate, predict,
and generate language (text) using very large datasets [4, 5]. We will discuss state-of-the-art evidence on
the promise and uncertainties such models offer from perspectives of both the clinician and patient,
highlight how the patient–clinician relationship is shifting from a traditional care model to a patient-centric,
AI-enabled care model, and consider the overarching societal themes of disparities and equity. Figure 2
summarises the risks and the benefits of using AI. Box 1 summarises the pitfalls from these four
perspectives explicitly for LLMs.
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AI-enabled respiratory healthcare

Expert system [2]

A rule-based 

algorithm for a 

specific task. Rules 

and thresholds are 

set by a human, 

based on their 

knowledge.

Artificial narrow 

intelligence [6]

An agent, such as a machine 

learning model, used to perform 

a specific task.

Artificial general 

intelligence [6]

An agent, such as a machine 

learning model, used to 

perform a specific task.

Artificial super

 intelligence [6]

An autonomous agent that is far 

more intelligent than the human mind. 

They are capable of making discoveries 

in different areas, like science, art and 

society to address challenges 

unresolved by humans.

Current Future

ID IDDescription Description

C1

C2

C3

F1

F2

F3

In-person follow-up consultation Smart devices for follow-up monitoring

In-person

• Regular/specialist consultation

• Inhaler technique training

• Patient triage

• Remote clinician monitoring

• AI CDSS for patients' stratification/diagnosis

• Automatic symptom detection supported by smart device

  (e.g. digital stethoscope, smart inhaler, smart peak flow meter)

• E-learning about condition and inhaler technique

• Self-reporting symptoms via SMS/app

• Online social media

• Video rehabilitation

• Teleconsultation

• App reminder for medication

• Home care for elderly

• AI supported self-management and diagnosis

• Immersive learning, inhaler checking, psychological/social  

   support and rehabilitation (augmented reality), virtual  

   reality, mixed reality and extended reality)

• Virtual ward

• Remote consultation

FIGURE 1 The risks and benefits of artificial intelligence (AI) in respiratory healthcare from the clinician, patient, clinician–patient and societal
perspective. CDSS: clinical decision support system. Figure created using ICOGRAMS.
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Clinicians’ perspective of AI-enabled respiratory care
AI can help clinicians in their day-to-day work by facilitating the diagnostic process, aiding in patient
management and freeing up administrative time.

Diagnosis and triage support
In terms of diagnostic support, AI has evidence-based utility for interpreting pulmonary function tests
(PFTs) and analysing chest radiography. Using interpretation rules recommended by the American Thoracic
Society and the European Respiratory Society, AI can identify PFT patterns (obstructive, restrictive, mixed
or normal) and, with some additional clinical information, can assist in the diagnosis of respiratory diseases
[6]. A study has shown that collaboration between AI and clinicians leads to better diagnostic interpretation
of PFTs than either AI alone or the clinician alone, with AI-suggested diagnoses prompting clinicians
to consider cases more thoroughly [7]. For the analysis of chest radiographs, the information provided

AI in respiratory care

Opportunities Challenges

Facilitating clinician daily work

• Effective diagnosis and triage support

• Supporting remote patient management

• Freeing up administrative time 

  (e.g. report writing)

Complicating clinician daily work

• The pitfalls of using LLMs in supporting patient

   management

• Extra effort required for successful implementation

   of AI in real-life routine care

Enhancing personalised self-management

• Allowing personalisation of the self-management

  lifecycle: from self-diagnosis, self-learning of 

  their conditions/triggers, treatment schedule to 

  ordering repeat prescriptions

• Easy access to personalised information and 

   education

• Personalised, timely advice to prevent 

   exacerbation

Enhancing the relationship

• Enhance communication (e.g. AI takes up routine

  tasks to free up pulmonologist time for a better 

  quality consultation)

• Altering the power balance between pulmonologist

  and patient, supporting shared decision-making on

  a treatment plan

Mitigating disparities

• Patient self-management support: tailor-made to

  different languages, literacy levels and cultural 

  frameworks

• Clinician consultation: reduce the effects of

  unconcious doctor biases and societal 

  discrimination

• Empower healthcare research in LMICs, minority

  race/ethnicity groups, and rare diseases

Widening disparities

• Biased algorithms with absence of training data

   from underrepresented and vulnerable groups

• Objective machine-driven algorithms, without

   the social determinants

• Digital divide due to the disparity in smartphone

   ownership and internet coverage, especially in

   socioeconomically disadvantaged groups, 

   elderly and children

Hindering the relationship

• Over-reliance on the AI-generated content, eroding

   the trust between patient and pulmonologist

• Expert system type eCDSS (rule-based) does not 

   take individual patients’ objectives into account

Putting patient at risk

• Misinformation, disinformation and 

  “hallucinations”, false information from the LLM

• Simulated empathy response, but does not truly

  understand human emotions

• Inaccurate AI advice due to incomplete patient

   report data

• Data privacy, data confidentiality and data security

   risk when processing patient identifiable data

Clinicians

Patient

Clinician–patient

Society

Will AI facilitate or complicate 

the daily work of clinicians?

Will AI enhance personalised 

self-management, or put the 

patient at risk?

Will AI enhance or hinder the 

pulmonologist–patient

relationship?

Will AI help in bridging 

healthcare disparities or 

contribute to new inequalities?

FIGURE 2 The risks and benefits of artificial intelligence (AI) from the clinician, patient, clinician–patient and societal perspectives. eCDSS:
electronic clinical decision support system; LLMs: large language models; LMICs: low- and middle-income countries.
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by AI-powered automated image analysis helped improve the diagnostic performance of clinicians. A
randomised trial showed that using AI assistance significantly improved the diagnostic performance
of non-radiologist clinicians in detecting abnormal lung findings [8]. LLMs have demonstrated utility in
triaging patients according to the severity of their respiratory symptoms. After being provided with
information about the patients’ main symptoms, vital parameters and medical history, ChatGPT-4
performed almost as well as an emergency clinician at triaging emergency department patients [9].

Patient management
In terms of patient management, AI is particularly interesting for helping clinicians monitor patients and
make decisions about their care. AI enables clinicians to objectively monitor changes in their patients’
images (computed tomography (CT) or magnetic resonance) using automated methods for quantifying
affected areas in, for example, interstitial lung diseases and cystic fibrosis [10–12]. For patients monitored
at home using remote monitoring systems, AI-based systems can alert the clinical team to any worsening
of the condition by interpreting data from connected devices (e.g. in asthma) [13, 14].

Conversing with LLMs may also inform decisions about patient management. For example, a team of
radiologists asked ChatGPT “What CT features of congenital pulmonary airway malformations should I
look for in a child?” and obtained an answer they considered appropriate [15]. Another team evaluated the
recommendations given by ChatGPT-3.5 on a real case of unresolved pneumonia and considered that 87%
of the recommendations obtained from ChatGPT were very appropriate [16]. However, there are a number
of important considerations for clinicians using LLMs in clinical practice (see box 1 for a summary of
LLM pitfalls). If LLMs are not given appropriate access to learn about a patient’s history, the answers will
be less personalised for the individual; however, ensuring confidentiality is paramount. The safer approach
is to use LLMs to obtain answers to questions about patient management without entering a specific
patient’s history.

Administrative support
Finally, AI could save clinicians time on administrative tasks such as report writing. It is possible to use
multimodal generative AI to produce consultation reports from audio recordings of the conversation
between clinician and patient during consultations [15]. This could enable clinicians to concentrate on
other tasks. Conversely, AI could also complicate the daily work of doctors. One challenge is
implementing AI solutions in the clinical workflow. If, for example, the AI requires different data
collection from the data already collected in daily practice, the time wasted on duplicate processes will not
be sustainable in the long term.

AI has many applications that could make the day-to-day work of clinicians easier. However, the use of AI
in clinical practice is currently limited except for automated analysis of chest radiographs. Clinical
validation studies and reflection on the integration of AI into clinicians’ workflows are still needed.

BOX 1 Summary of the pitfalls of using large language models (LLMs) in respiratory healthcare from the
clinician, patient, clinician–patient relationship and societal perspectives

• Hallucinations: LLMs can generate plausible-sounding responses that are not justified based on the training
data, giving the illusion of a correct answer.

• Overconfidence: LLMs can present this incorrect information (the hallucinations) with a high degree of
apparent certainty, potentially misleading users.

• Inconsistency: Due to their stochastic nature, LLMs may provide different answers to the same question
across multiple inferences. Periodic updates to LLMs can also result in varying outputs between versions,
potentially leading to inconsistent advice over time.

• Bias: LLMs may exhibit biases, offering incorrect answers to medical questions based on a patient’s sex,
race or ethnic origin.

• Data privacy risks: LLMs may store or use identifiable medical information in ways that could compromise
patient privacy or violate HIPAA/GDPR regulations due to the rapidly changing nature of AI models.

• Outdated information: LLMs may not always reflect the most current medical guidelines or research,
leading to potentially outdated advice.

• Lack of explanatory power: LLMs can generate answers but cannot explain their reasoning. This inability to
justify decisions is a key barrier to accepting generative AI models for clinical use in healthcare.

HIPAA: US Health Insurance Portability and Accountability Act; GDPR: EU/UK General Data Protection Regulation.
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Patients’ perspective of AI-enabled personalised self-management
Generative AI can readily be accessed by patients. Patients can use natural language to interact with
generative AI without requiring any computer coding skills. A recent study demonstrated that ChatGPT-3
and InstructGPT can achieve a pass mark equivalent to a third-year medical student in a US medical
licensing examination, suggesting that LLMs have the potential to provide timely clinical advice to patients
with the caveat that exam scenarios may not reflect actual patient inquiries so that the accuracy of clinical
advice in real-life situations may be different [17].

Personalising self-management
By accessing generative AI using smartphones, patients can easily obtain health information about their
condition [18], which has the potential to be particularly useful for helping newly diagnosed patients to
understand their treatment as they are learning how to manage their condition. A large action model
(LAM) is a machine learning model that acts as an agent, performing tasks by itself to achieve a goal
though a series of actions [19]. For instance, on a simple interface, patients can ask the AI to perform
actions beyond just providing the information that existing LLMs can support. No LAM is yet used for
healthcare purposes, but in the future, they have the potential to link with existing healthcare apps on
patients’ smart devices to provide seamless personalised AI-enabled self-management support. This could
align (for example) with the Global Initiative for Asthma personalised management lifecycle: from
self-diagnosis, self-learning of their condition/triggers, ordering repeat prescriptions, advice on when and
what quantity of medicines should be taken to avoid attacks, and arranging a follow-up consultation with
their clinicians [19–21]. LAMs also have the potential to organise a treatment schedule for patients,
offering visualisation of the treatment process. It can seek their consent at each stage to automatically
schedule clinic visits and reorder prescriptions or medications. Building trust is crucial for patients to
adopt such AI systems [6].

Respiratory information and education
Several studies show that generative AI in LLMs (such as ChatGPT) has the potential to answer general,
“factual” questions about a disease, such as cancer, retinal disease and genetics [18]. Performance may
vary between general enquiries regarding a relatively common condition like pneumonia and specific
queries about interstitial lung disease, potentially due to less extensive training data available for the latter.
In the field of respiratory health, several studies are underway in collaboration with the European
Respiratory Society Clinical Research Collaboration (ERS CRC) CONNECT to assess the medical
accuracy of LLM responses to patient inquiries about respiratory diseases [22]. Early findings show that
this subset of AI is able to gather an understandable summary answer for patients from a huge amount of
available information online. However, the accuracy of the answers depends on the quality of the source
information (that is, the “training data” provided to the AI), and a major limitation is the possibility of
“hallucinations” – generated responses that are not justified based on the training data [23]. The system
accuracy of LLMs is improving with time [24], but patients should be cautioned about the limitations and
the risks of such AI advice. Further investigation is necessary to identify the risk factors and mitigate the
risk by incorporating a second LLM source to confirm (or not) the original response, to safeguard patient
safety during real-life deployments [25]. Apart from the system accuracy, the manner in which patients
interact with LLMs significantly influences their response precision. The accuracy of the responses relies
heavily on how users formulate their questions, raising the issue of how we can “prompt” patients so they
interact with the LLMs in a manner that elicits meaningful responses.

Personalised timely advice
AI can provide timely management advice to a patient if an imminent exacerbation is detected [1]. A
limitation is that AI does not (yet) possess qualia and cannot truly understand human emotion, although it
can simulate empathy to provide “personalised” self-management advice [26, 27]. Qualia are the subjective
properties that determine the conscious aspect of experience, referring to the ways things are experienced
as opposed to how they objectively are. They are the phenomenal properties that define “what it is like” to
have a conscious experience [28]. Patients can acknowledge and praise the AI which reinforces the
presentation of medical information in a manner that resonates with their understanding and appreciation,
but the AI is still limited in recognising the patient’s physical, mental and emotional needs to provide
trustworthy self-management and treatment advice, unlike a human clinician [29].

For an AI system that uses regular patient-reported data for generating advice or remote diagnosis, missing
data is a significant challenge. Patients may stop submitting readings for multiple reasons, for example,
feeling too ill, forgetfulness or a lack of motivation. For instance, some patients might believe they
understand their condition better than the machine, while others may perceive logging as unhelpful and
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discontinue data submission after a few days or weeks [30]. Some patients may manipulate data to
complete a missing daily reading, risking introducing bias to their self-reported data. AI that can
automatically and silently collect patient data reduces these inherent sources of bias [31].

Data privacy
AI can provide a real-time quality check for measurements that require good technique to obtain an accurate
value (for example, taking a peak flow measurement) and check inhaler technique as the patient uses their
inhaler [32]. However, when AI is used to collect patients’ data in their daily lives (especially when it involves
location or facial recognition applications), data privacy, data confidentiality and data security become a
concern [33]. While data privacy statements may provide detailed explanations, lengthy terms and conditions
or legal statements are overwhelming and many (most?) patients will simply check the consent boxes during
registration to expedite the process and proceed to using an AI service [34]. The trend of valuing service
convenience over data privacy was first observed with search engines. Many patients search for information
online before seeing a clinician. Research has shown that analysing these searches can detect diseases like lung
carcinoma, sometimes before formal diagnosis [35]. This highlights both the predictive potential but also the
privacy risks of search data analysis. Regulations, such as the US Health Insurance Portability and
Accountability Act (HIPAA) and the EU/UK General Data Protection Regulation (GDPR), exist to protect data
privacy when AI collects and shares patients’ personal data with third parties [36, 37]. The norms outlined in
these regulations ensure a lawful, fair and transparent approach to obtaining patient consent for data use,
collecting minimal patient data and ensuring that patient data are deidentified when processed by third parties.
However, as AI evolves rapidly and iteratively, maintaining ongoing compliance will become increasingly
challenging [38]. Approaches like federated learning or blockchain and techniques such as homomorphic
encryption and differential privacy which allow patients to use the AI on their own device whilst retaining
control of their own data, offer a potential “trade-off” to supporting compliance in the future [39].

Misinformation and disinformation
Generative AI applications such as Deepfakes (https://deepfakesweb.com) and Deepswap (www.deepswap.
ai) can generate synthetic videos, images and voices. There is a risk that this type of generative AI could
create a video purporting to be from an official healthcare organisation or famous clinician to promote a
fake treatment. The risk is that patients who do not already know the answer to a question would find it
difficult to judge if such a video were genuine or if a given answer is correct. In a cross-sectional study, it
was observed that patients tend to favour online AI responses for their healthcare inquiries over consulting
with a clinician [26]. Patients may be overly accepting and spread the mis/disinformation widely, which
sparks concerns about who may be able to verify the information quickly to prevent the negative
consequences that this may bring for patients’ health [40].

AI can offer personalised self-management support for a respiratory patient, but risks such as lack of
emotional understanding, data privacy concerns and potential misinformation must be carefully managed
for safe and ethical deployment in the patient’s daily life. The accuracy and usefulness of AI responses are
influenced by the way the questions are asked, highlighting the importance of further mitigation strategies
to maximise the benefits and minimise risks in patient self-management.

The clinician–patient relationship in the era of AI
AI could have an impact on two fundamental aspects of the clinician–patient relationship: communication
and the power balance between clinicians and patients.

The impact of AI on communication
AI has the potential to transform communication between clinicians and their patients. By automating
routine tasks with AI, clinicians could free up time for more meaningful and empathetic face-to-face
discussions with their patients [41, 42]. Alongside human interactions during face-to-face consultations,
novel patient–AI–clinician interactions could be incorporated into telemonitoring systems, with the clinician
giving general instructions to the AI, which then follows a predefined pattern for daily decision-making
with the patient. In practice, this would not represent a radical change for patients with chronic respiratory
conditions, such as asthma, who are used to following action plan algorithms when their symptoms worsen.
This familiarity may explain the high acceptance of AI-based decision-making systems for the day-to-day
management of children with asthma and their parents, as shown by two surveys conducted in France [43,
44]. In addition, clinician–patient communication may increasingly rely on AI-generated content. Some
clinicians might be tempted to save time by asking an LLM to draft a response to a patient’s message,
which they would then edit before sending [45]. However, this practice raises concerns about the
authenticity of clinician–patient exchanges. If patients become aware that a substantial portion of the
messages they receive are generated by AI, it could erode trust in the clinician–patient relationship.
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The impact of AI on power balance
AI may alter the power balance between clinicians and patients. When an AI system, using vast amounts
of data and complex algorithms, can recommend a treatment based on a patient’s specific characteristics,
the clinician’s role in the patient’s care may be diminished [46, 47]. Conversely, patients can be
empowered by the information they access through LLMs, just as search engines like Google have enabled
patients to engage in more informed discussions with their clinicians [48].

To navigate this shift, a collaborative approach between the clinician and the patient is required. Clinicians
must be transparent about their use of AI and explain their clinical reasoning to the patient to maintain
trust and foster partnership [49]. In turn, patients can participate more meaningfully in decisions about
their care and choose between the options presented by their clinician.

Paradoxically, the development of AI decision-making systems increases the need for human shared
decision-making. A study aimed at developing an electronic clinical decision support system (eCDSS) to
determine the most appropriate treatment for children with asthma illustrates this point. Researchers asked
137 children, their parents and their clinicians to assign points to different objectives when taking,
supervising or prescribing an asthma controller treatment [50]. The study revealed little correlation within
each child–parent–clinician triad. Children prioritised the prevention of symptoms during exercise, parents
emphasised the preservation of lung function, and clinicians focused on preventing asthma attacks. The
study concluded that to incorporate patients’ values into an eCDSS for asthma controller treatments, it was
first necessary to engage in a shared decision-making process between the children, parents and clinicians.

This example highlights the importance of human collaboration and communication in the era of
AI-assisted healthcare. While AI can provide valuable insights and recommendations, the best outcomes
are ultimately achieved through open dialogue and shared decision-making. In contrast, ruled-based
eCDSS systems may provide standardised recommendations misaligned with individual patient goals.
Although AI can learn and incorporate patient objectives, implementation is more complex when a
caregiver’s perspective is added to that of the patient and professional.

Societal perspective in bridging healthcare disparities
AI has been hailed as part of the “fourth industrial revolution”, and its ability to autonomously integrate
vast inputs into cogent output is a key driver for growth in other technologies. The pace and scale of AI’s
development dwarfs that of previous industrial revolutions [51], which themselves had longstanding
consequences with which societies still grapple today. They serve as a reminder of the responsibility to
anticipate the harms of revolutionary technologies and channel them into a force for good.

Healthcare disparities often mirror societal inequities, affecting vulnerable and marginalised groups.
Disparities are often multifactorial, combining the effects of social determinants, underrepresentation in
research and institutionalised discrimination [52–57]. This section sets out how AI may both mitigate and
widen existing disparities.

AI may be used to mitigate disparities
Self-management plays a vital role in chronic respiratory diseases [58], incorporating concepts such as
treatment concordance, trigger avoidance, self-monitoring and lifestyle change. With its ability to integrate
data from existing knowledge with sensor data from the “Internet of Things”, AI has potential to facilitate
personalised self-management in single platform solutions tailored to language, literacy and cultural
frameworks. AI is already being used to communicate asthma education by generating multilingual avatars
in languages including Urdu and Bengali [59].

Potential benefits and pitfalls of eCDSSs have already been discussed. In rendering personalised treatment
decisions more objective, an eCDSS potentially reduces the effects of unconscious clinician biases and
societal discrimination in the decision-making process. This, however, relies on the output of the eCDSS
itself being unbiased (discussed in the following section).

The COVID-19 pandemic highlighted the issue of missing data on protected characteristics, and AI is
demonstrating superior methods of accounting for missing race/ethnicity data [53, 60, 61]. It may even
circumvent the lack of power in research into rare diseases as demonstrated by the use of AI to produce a
cluster analysis in lymphangioleiomyomatosis [62].

In low- and middle-income countries (LMICs), poor infrastructure and individual poverty may reduce
access to high quality healthcare. AI-enabled technologies have the potential to automate diagnostics,
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reducing the burden on healthcare workers in limited resource settings. An eCDSS may increase the
accessibility of specialist clinical care to those living remotely, for example, when used by healthcare
workers [63, 64].

AI risks widening disparities
Whilst AI could prove transformative, crucially it relies on good quality, large datasets to provide training
for its algorithms [63, 65]. Systematic absence of underrepresented and vulnerable groups from such
datasets can lead to biased outputs [53, 66]. For LMICS, challenges may arise due to a paucity of routinely
collected health data, risking inappropriate application of algorithms trained on data from high income
contexts with more complete routine health datasets. Outside of the healthcare system, this has been
exemplified in the reinforcement of institutionalised prejudices through biased predictive policing systems
[67]. Risks in respiratory health could include algorithms which exclude people from advanced treatments
such as lung transplant based on biases in training data.

To prevent such biases from being “baked in” to AI systems, there must be deliberate effort to detect these
biases in training data and even to “bake in” equity through (for example) development and application
co-design with diverse stakeholders [68]. It should not be assumed that because AI is machine-driven it is
objective or that it will not “see” social determinants which are removed from training data [69]. Both
explainability and ongoing scrutiny will be essential to maintain a vision of digital equity for the long-term.

At an individual level, smartphone ownership, access to affordable internet connectivity, digital literacy
and the manual dexterity to use digital tools are required [64]. Groups which may be excluded from this
digital health revolution include the elderly, those in rural neighbourhoods, those facing socioeconomic
disadvantage and children [70]. Children face the risk of being left behind due to their smaller population
size and the increased precautions necessary for conducting clinical research. Consequently, this situation
may result in AI solutions receiving lower priority because of their limited economic returns.

Closely related to the issue of access is that of trust, which is at risk when public institutions are poorly
transparent [71, 72]. Engagement may be hampered in communities where there is already a lack of trust,
as was seen in some patterns of COVID-19 vaccine hesitancy [73, 74]. Misinformation can centre on
issues of privacy, and may have a disproportionate impact on disadvantaged groups, further reducing their
representation in the data [75].

There is a unique opportunity to prepare for a “fourth industrial revolution” which is already transforming
healthcare and society. This includes a responsibility to facilitate AI’s potential to mitigate existing
disparities, as well as counter the risks of AI leading to worsening disparities.

Conclusions
The use of AI, especially generative AI (such as LLMs), in respiratory care is growing rapidly. Off-the-shelf
AI applications are already assisting clinicians and patients in routine care, self-education, self-diagnosis and
self-management. These applications are promising in supporting effective clinical decisions, faster diagnoses,
and timely advice to prevent exacerbations. They also have the potential to foster a more empathetic clinician–
patient relationship. However, there are potential risks from misuse of AI, misinformation, data privacy, and
widening healthcare disparities. Continuous evaluation and improvement of systems are essential to ensure the
AI is reliable, transparent, inclusive, and understandable by patients and clinicians. Collaboration between
technology developers, healthcare providers, and patients is crucial in shaping AI tools that truly enhance
respiratory care. Robust policies and guidelines are necessary to ensure equitable access to these tools and to
address ethical concerns related to AI in healthcare. As we navigate this rapidly evolving landscape, it is clear
that the potential of AI in respiratory care is vast but must be harnessed responsibly and ethically.
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