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ABSTRACT Toxin-antitoxin systems are ubiquitous in the prokaryotic world and widely 
distributed among chromosomes and mobile genetic elements. Several different 
toxin-antitoxin system types exist, but what they all have in common is that toxin 
activity is prevented by the cognate antitoxin. In type I toxin-antitoxin systems, toxin 
production is controlled by an RNA antitoxin and by structural features inherent to the 
toxin messenger RNA. Most type I toxins are small membrane proteins that display a 
variety of cellular effects. While originally discovered as modules that stabilize plasmids, 
chromosomal type I toxin-antitoxin systems may also stabilize prophages, or serve 
important functions upon certain stress conditions and contribute to population-wide 
survival strategies. Here, we will describe the intricate RNA-based regulation of type I 
toxin-antitoxin systems and discuss their potential biological functions.

KEYWORDS toxin-antitoxin systems, RNA regulation, membrane toxins, mobile genetic 
elements, antibiotic persistence

I n the past few decades, there has been an explosion in the identification and 
characterization of toxin-antitoxin (TA) systems across bacterial species. These genetic 

loci encode a potential toxin that either induces growth stasis or death of the producing 
cell and an antitoxin that prevents this toxicity. They are categorized based on the nature 
of the toxin and antitoxin (protein or RNA) and the mode of antitoxin action (1, 2). 
While numerous TA systems have been described in much detail on the molecular level, 
it turned out to be more challenging to assign biological functions to these systems. 
The first TA systems to be discovered were located on plasmids, and it was recognized 
almost instantly that toxicity counteracts plasmid loss in expanding populations (2, 3). 
It is commonly assumed that localization of TA systems on plasmids and other mobile 
genetic elements (MGEs) immediately coincides with a function in MGE stabilization. But 
how do we explain the presence of functional TA systems in bacterial chromosomes 
where they occasionally occur in dozens? Unfortunately, studying biological functions 
of chromosomal TA systems is often complicated by experimental drawbacks, such 
as redundancy of systems and the absence of robust phenotypes under laboratory 
conditions. Despite these challenges, some functions have been assigned to these 
systems over the years. One of them is the defense against bacteriophages, viruses 
that infect bacteria, which is currently a rapidly expanding field in microbiology (4). 
Another function, which was also one of the drivers for the increased attention of these 
systems, is the formation of persister cells: a subpopulation of cells that survive an 
otherwise lethal dose of antibiotics (5). The production of specific toxins from select 
TA systems has been shown to contribute to persister cell formation (6, 7); however, 
there are conflicting data for other systems and the universality of these findings is 
unclear (8). Clearly, disclosing the secret of chromosomal TA systems is still an ongoing 
challenge. Within this review, we give an overview about the different TA system types, 
and specifically examine the type I TA families with a focus on RNA-based regulation. We 

December 2024  Volume 12  Issue 1 10.1128/ecosalplus.esp-0025-2022 1

Editor Gregory J. Phillips, University of Georgia, 
Athens, Georgia, USA

Address correspondence to Elizabeth M. 
Fozo, efozo@utk.edu, or Bork A. Berghoff, 
Bork.A.Berghoff@mikro.bio.uni-giessen.de.

The authors declare no conflict of interest.

See the funding table on p. 23.

Received 29 September 2023
Accepted 11 April 2024
Published 20 May 2024

Copyright © 2024 American Society for 
Microbiology. All Rights Reserved.

https://crossmark.crossref.org/dialog/?doi=10.1128/ecosalplus.esp-0025-2022&domain=pdf&date_stamp=2024-05-20
https://doi.org/10.1128/ecosalplus.esp-0025-2022
https://doi.org/10.1128/ASMCopyrightv2


discuss biological functions and present examples of how regulation of type I TA systems 
is tied to functionality. Finally, we give an overview about pore-forming type I toxins 
and their involvement in antibiotic persistence.

CATEGORIZATION OF TOXIN-ANTITOXIN SYSTEMS

TA systems can be categorized into eight types [summarized in Fig. 1, reviewed in 
reference (2)]. All toxins are proteins with the exception of those from type VIII systems. 
The antitoxins of types I, III, and VIII are RNAs, while all other antitoxins are proteins. 
Type I RNA antitoxins (discussed more in depth below; Table 1) base pair to toxin mRNAs 
via sequence complementarity, decreasing translation of toxins that are often under 60 
amino acids in length. Type III antitoxins, however, are RNAs that bind the actual toxin 
protein, preventing its activity. A recently described type VIII antitoxin acts in concert 
with a protein to prevent the activity of a toxin RNA (9). For another case, the RNA 
antitoxin appears not to need a protein partner to repress the toxic RNA (10).

The antitoxins of types II, IV, V, VI, and VII, however, are all protein antitoxins, but 
their mode of toxin repression is variable (2). Types II, VI, and VII antitoxins physically 
interact with and/or act on the toxin protein. Type II systems are well-documented across 
plasmids and bacterial and archaeal chromosomes; interested readers can find some 
excellent reviews describing these gene pairs in greater depth (26, 27). Binding of type 

FIG 1 Categorizations of toxin-antitoxin systems. For types II, IV, VIII, and tripartite, dashed lines represent alternative pathways for antitoxin repression 

depending on the specific class examined. Please see text for details.
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II antitoxins inhibits the biochemical activity of their toxin partner. This is in contrast to 
the type VI antitoxins which bind their cognate toxins, and act as proteolytic adaptors, 
targeting the toxin for degradation (28). Note that a separate category, type VII, has been 
proposed for those antitoxins that post-translationally modify their toxins through a 
variety of possible mechanisms (29–32). Type IV antitoxins do not bind the toxin but 
serve as antagonists to toxic activity by interacting with the toxin target (33–36). In 
contrast to those above, type V antitoxins actually target the toxin mRNA, preventing 
accumulation of the toxin protein; though only one example has been thoroughly 
described, there may be more uncharacterized (37).

Beyond classification: new spins on toxin-antitoxin biology

The above examples fall within the traditional categories; however, there are other 
variations that have not been officially classified (Fig. 1). For our purposes, we highlight 
several variants below to demonstrate the breadth of diversity that exists.

Some newly described TA systems are similar to the type II loci. For example, there 
are systems comprised of three protein members that are often called tripartite systems. 
The third component of these systems represses toxin gene transcription or stabilizes 
the antitoxin [for a review, see reference (1)]. Other variants include intragenic antitoxins, 
where the protein antitoxin is encoded within the toxin open reading frame (ORF). One 
example of an intragenic antitoxin is found within rpn, which encodes a recombination 
promoting protein within bacterial mobile elements. The full-length protein, RpnL, is 
toxic, but the smaller, intragenic encoded RpnS protein can bind to RpnL repressing its 
toxicity (38).

Recent work has identified a TA system within retrons, genetic regions that encode 
a reverse transcriptase and a stable ssDNA multi-copy single-stranded DNA (msDNA) 
that are linked to phage protection (39, 40). Retron-Sen2 of Salmonella Typhimurium 
encodes a toxin RcaT (39). The toxic activity can be neutralized through interactions with 
both the reverse transcriptase and the msDNA. However, data suggest that during phage 
infection, methylation of the msDNA allows for toxin escape, resulting in cell growth 
stasis, halting phage propagation.

TYPE I TOXIN-ANTITOXIN DISCOVERY

Plasmids

The discovery of TA systems, including type I systems (Table 1), came from studies 
of plasmid biology. Biologists recognized that plasmids were capable of partitioning 
and maintaining themselves within a population of cells, but the mechanisms were 
unknown. Researchers identified key genetic regions needed for maintenance of plasmid 
R1 of Escherichia coli by generating “mini” plasmids or transferring fragments to other 
plasmids and monitoring plasmid stability over time. Investigators successfully identified 
a region now referred to as a type I TA system (41, 42). Using a combination of elegant 
techniques, Gerdes and colleagues identified the hok (host killing) gene that encoded 
the 52 amino acid Hok protein. Production of the Hok protein resulted in “ghost” cells 
that lacked R1 (43, 44). They also mapped within the same region the suppressor of 
killing (sok) which blocked the effects of the toxin. Extensive studies followed (described 
below) concluding that the Sok RNA antitoxin base paired to complementary sequences 
within the hok mRNA, preventing its translation. Similar systems (flm and srnB) were also 
identified within the F plasmid and plasmid R483 (pnd) (45, 46).

Studies of pAD1 plasmid maintenance in the Gram-positive bacterium Enterococcus 
faecalis also revealed a type I system, fst/RNAII (47, 48). The par region of pAD1 encodes 
the 33 amino acid protein Fst (faecalis plasmid-stabilizing toxin; mRNA is RNAI) and the 
convergent antitoxin RNAII (13, 47–49).

Homologs to the above systems were subsequently found encoded within bacterial 
chromosomes, including numerous copies of hok/sok within E. coli chromosomes and 
other enteric species (7, 50, 51). Early studies also identified relF and gef that encode 
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Hok-like proteins within the chromosomes of enteric bacteria (44, 52–54). Similarly, 
homologs to fst/RNAII have been identified across Gram-positive bacterial species (54–
57). It should be noted though that both the expression and function of these chromoso
mally encoded homologs can be different than those found on plasmids.

Novel chromosomally encoded families

Unlike hok/sok and fst/RNAII, several TA systems have been identified exclusively on 
bacterial chromosomes (Table 1). Novel chromosomally encoded type I loci were 
discovered because they possessed similarities to previously described plasmid systems. 
They encode a small potentially toxic protein but whose translation is prevented by 
mRNA binding to an antitoxin RNA. For many of these gene pairs, there is little or no 
clear homology to plasmid sequences, so their origins are unknown. The toxicity of many 
of these proteins has been observed only if overproduced from a multicopy plasmid. 
Kawano et al. characterized the first novel system, ldr/rdl, within E. coli MG1655 which 
possesses four copies (A–D). Toxicity due to overproduction of the LdrD protein can be 
repressed by co-expression of the RdlD antitoxin (58). Soon after, the tisB/istR locus was 
described as encoding the LexA-repressed toxin TisB and its RNA antitoxin IstR-1 (22).

Additional type I TA families of E. coli and related enteric species were discovered 
due to unexpected overexpression phenotypes of novel genes, observed base pairing 
potential between two RNAs, identification of small RNAs encoded directly antisense 
to each other, and so forth. Some examples identified within E. coli include ibs/sibs, 
dinQ/agr, shoB/ohsC, timP/timR, and others (15, 20, 54, 59, 60). Serendipitous discovery 
also identified gene pairs that mimicked toxin/antitoxin systems in the Gram-positive 
bacterium Bacillus subtilis, with many encoded within prophage elements including 
txpA/ratA, bsrG/SR4, bsrE/SR5, yonT-yoyJ/SR6, and bsrH/as-bsrH (18, 24, 25, 54, 57, 61, 62). 
Chromosomally encoded systems have also been characterized in Helicobacter pylori, 
which include aapA1/isoA1 and homologs of the ibs/sibs in E. coli (17, 63).

Identification and characterization of novel type I systems

Unlike the numerous and broadly distributed type II systems, chromosomally encoded 
type I systems are fewer in number and not found as broadly across bacterial species. 
This is likely due to the challenges in identifying homologs of known type I pairs as well 
as identifying novel families. Many chromosomal pairs were identified serendipitously (as 
indicated above and below) and there have only been a few directed searches to find 
new families (54, 64). Several databases have been put forth as well to aid in discovery, 
including TASmania (65), TADB 3.0 (66), and T1TAdb (67), with T1TAdb solely focused on 
type I TA discovery, both novel as well as homologs to previously identified systems.

A major hindrance to discovery is the small nature of a type I toxin. As has been 
well-summarized for bacterial small proteins, they are difficult to predict given their lack 
of predictable, characterizable biochemical domains (68, 69). For other TA systems, the 
proteins (toxin and/or antitoxin) possess specific domains that are highly conserved and 
identifiable. The toxin proteins of other systems also tend to be 100 amino acids or 
longer, allowing for greater success using bioinformatic approaches to find homologs. 
Small proteins are difficult to identify via homology: small changes in amino acid 
sequence can result in a “loss” of a hit. This is exemplified by H. pylori which encodes 
Ibs-like type I toxin proteins first described in E. coli (15). The H. pylori Ibs-like proteins 
(aapC1/2, aapD) were not identified via a PSI-BLAST approach but researchers examining 
RNA-Seq results noted small proteins, similar in size and sequence to E. coli Ibs (54, 
63). However, with more refined approaches, in particular RNA-Seq, RNA interaction by 
ligation and sequencing (RIL-Seq), and improved proteomic analyses, new systems will 
be discovered.

Identification of the inherent function of chromosomally encoded type I pairs is 
also challenging. Functional studies of type I toxin proteins are problematic due to 
their small size and hydrophobicity. Given the high hydrophobicity, overproduction 
of type I toxins results in their accumulation in the cytoplasmic membrane. This in 
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turn makes protein isolation challenging for structural analyses as well as identifying 
interacting partners. Given their inherent toxicity, acquiring significant protein amounts 
for additional biochemical analyses is also problematic. The use of global biochemical 
approaches has limitations: small proteins are often missed due to size cut-offs inherent 
with SDS-PAGE. Genetic screens can also be biased against small RNAs and small 
proteins. Mainly, as they are often (i) not annotated and thus looked over, (ii) many 
times, deletions/disruptions of these genes lack severe phenotypes. To combat these 
limitations, researchers often test “known phenotypes” of well-described type I toxins 
as a starting point. Below, we propose that better understanding of toxin and antitoxin 
production at the endogenous level can provide clues for more directed studies.

REGULATION OF TYPE I TOXIN-ANTITOXINS

All type I antitoxins are RNAs that bind to their cognate toxin mRNA through comple
mentary base pairing, repressing toxin expression. This region of complementation can 
vary in length and, for those examined, often occurs independently of known chaper
ones like Hfq (15, 18, 24, 70–72). There are significant differences though in the repressive 
effects of the antitoxin, as described below. Despite this, seemingly unrelated type I 
TA classes often exhibit several analogous regulatory mechanisms (Table 1; described 
below). Therefore, understanding how one class is regulated can help us understand 
how other classes may be as well.

Toxin translational block via interaction with an upstream open reading 
frame

As the first type I TA described, hok/sok of the E. coli R1 plasmid has become the model 
for understanding type I TA regulation. Provided here is an in-depth description of 
hok/sok regulation such that the following classes can be described and compared in 
context (Table 1). The hok toxin and sok antitoxin genes are encoded in cis to each other 
with promoters in a face-to-face orientation (Fig. 2; Table 1). Note that the 5´ ends of the 
RNAs are consequently overlapping. The stable, full-length hok mRNA is translationally 
inactive. In order to be translated or bind Sok, the hok transcript must be first processed 
at its 3´ end by an unknown mechanism. This removes the fbi (fold-back-inhibition) 
region and leads to structural rearrangement of the hok mRNA (11, 73, 74). Sok will bind 
the hok mRNA at this region, leading to repression of toxin translation and degradation 
of toxin mRNA by RNase III (12, 75, 76). However, it is the binding of Sok to hok that 
inhibits translation, not the degradation by RNase III (76). Additionally, binding of Sok 
to hok stabilizes Sok in the absence of any known adaptor proteins (76). This RNase III 
independent inhibition of toxin translation is achieved through interactions with an ORF 
upstream of hok. Specifically, Sok binds to the ribosome binding site (RBS) of a leader 
peptide, mok (modulation of killing), whose translation is coupled to the translation of 
hok (11). This binding region is only accessible after hok mRNA processing; note that 
the RBS of hok is sequestered in both the full-length and processed hok transcripts. A 
function for Mok distinct from this regulatory interaction has not been reported. Taken 
together, in E. coli cells containing plasmid R1, there (i) is stable, full-length hok mRNA 
that cannot be translated, (ii) is free, unstable Sok, and (iii) are hok-Sok duplexes that 
are targeted for degradation by RNase III. However, if there is limited Sok RNA available 
due to plasmid loss or its degradation by RNases (12, 77), the ribosome binds the 
available mok RBS, allowing for Hok translation and eventual killing of plasmid-free cells 
via post-segregational killing (PSK) (11, 43, 44).

As described above, hok/sok copies exist in bacterial chromosomes, but compara
tively less is known about them. Of those encoded in E. coli MG1655, four of five are 
believed to be inactivated via various mutations with only hokB/sokB appearing to be 
functional (7, 50). Some non-K12 strains of E. coli possess hokA/sokA and hokC/sokC loci 
(50). Like hok/sok of R1, these loci produce a stable hok mRNA that is processed at 
its 3´ end that maintains the conserved elements such as the fbi and an unstable Sok 
RNA. However, unlike hok/sok of plasmid R1, these chromosomal hok mRNAs are poorly 
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translated and cannot confer PSK ability to plasmids (50). Native expression of these 
chromosomal hoks in absence of their cognate Soks was not toxic to E. coli. However, 
chromosomal expression of plasmid R1 hok from its native promoter was toxic to E. 
coli in the absence of its cognate Sok (78). These combined data suggest differences in 
regulation of the chromosomal copies from the plasmid homolog.

The ldr/rdl (long direct repeat/regulator detected in LDR) type I TA family of E. coli is 
genetically organized in a similar fashion to hok/sok. There are four copies of ldr/rdl (ldrA/
rdlA through ldrD/rdlD) within the chromosome of E. coli K12 strain MG1655. Like hok, 
the ldrD toxin mRNA is more stable than the RdlD antitoxin RNA (58). Binding of RdlD 

FIG 2 Regulation of the hok/sok type I toxin-antitoxin system from the R1 plasmid of E. coli. Red represents features associated 

with the toxin, while blue represents features associated with the antitoxin. RNA structures are based on the work of reference 

(11). Features are not drawn to scale.
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overlaps a proposed upstream ORF coined ldrX, not ldrD (79, 80). While not confirmed, 
it has been hypothesized that ldrX may encode a leader peptide whose translation, like 
mok, is required for toxin translation (79, 80).

Toxin translational block via direct sequestration of the toxin ribosome 
binding site

Unlike hok/sok, the fst/RNAII type I TA system from the E. faecalis pAD1 plasmid is 
encoded so that they overlap at their 3´ ends (13, 47–49, 55). This organization results 
in a different mechanism of repression than for hok/sok (Table 1). The RNAII antitoxin 
binds 3´ of the fst mRNA start codon, leading to stabilization of both RNAs, unlike what 
is seen with the interaction of hok to Sok (81). Additional interactions occur between the 
RNAs at their 5´ ends, despite the genes themselves not overlapping at this region. Stable 
complex formation requires interactions at both the 3´ and 5´ ends of the RNAs, resulting 
in fst RBS sequestration by RNAII (13, 14, 82–84). Because the half-life of bound and 
unbound RNAII is less than bound and unbound fst, respectively, during steady state, fst 
and RNAII are present in approximately equimolar ratios (81). Loss of RNAII leads to toxic 
protein production and PSK of pAD1-free cells. For chromosomal fst/RNAII in E. faecalis, 
transcription of the RNAII antitoxin is reduced upon a variety of stress conditions (85). 
While complex formation occurs similarly to the plasmid-encoded RNAs, chromosomally 
encoded RNAII appears to be destabilized upon complex formation as overexpression of 
chromosomal fst reduces chromosomal RNAII levels (86).

Two chromosomal Fst toxin homologs, PepA1 and PepA2, have also been character
ized in Staphylococcus aureus strain Newman and possess the same genetic organiza
tion of fst/RNAII (57, 87–89). The mRNA that encodes PepA1 is called sprA1, while the 
mRNA that encodes PepA2 is called sprA2; their respective antitoxins are SprA1AS and 
SprA2AS. The toxin mRNAs are constitutively expressed at low levels. However, SprA1AS 
is expressed in molar excess of the toxin sprA1 mRNA (35- to 90-fold excess), likely 
to counteract antitoxin instability (87–89). Similar to chromosomal RNAII in E. faecalis, 
SprA1AS and SprA2AS levels are decreased in various stress conditions while toxin mRNAs 
sprA1 and sprA2 levels remain relatively stable with a corresponding increase in PepA1 
toxin (PepA2 was not examined) (88, 89). Interestingly, interactions between these toxin 
and antitoxin RNAs are only necessary at their 5´ ends for complex formation, despite 
possessing potential 3´ overlapping sequences (87, 89). This binding of antitoxin to toxin 
mRNA directly prevents ribosomal loading, thereby interfering with toxin translation.

For the type I TA family ibs/sib (induction brings stasis/short, intergenic, abundant 
sequences), the Sib antitoxins were originally identified within the intergenic regions 
of E. coli as four repeats (termed QUAD1a-d RNAs) (90) with expression of these RNAs 
confirmed soon after (91–94). Subsequent sequence re-evaluation identified a fifth 
repeat and that opposite of each QUAD sequence was encoded an 18 or 19 amino acid 
toxic protein referred to as ibs (A–E), and the QUADS now as sibs (Table 1) (15). Of all the 
copies, characterization of ibsC/sibC has been the most thorough. Base pairing between 
ibsC and SibC leads to repression of toxicity in a pair-specific manner (no detectable 
crosstalk) (15). This specificity is mediated by two variable regions, TRD1 and TRD2, that 
overlap the ORF and the ribosome binding site of ibsC, respectively (16). The ibsC toxin 
mRNA was only detectable via northern analyses upon deletion of the sibC promoter or 
deletion of rnc which encodes RNase III (15) (E. M. Fozo, unpublished data). This would 
suggest that, at least in the case of ibsC/sibC, base pairing of the antitoxin to the toxin 
triggers degradation of the toxin mRNA. Whether RNase III is needed to repress toxicity 
has not been reported. Despite difficulties in detection of ibsC mRNA in the above study, 
real-time quantitative PCR (qPCR) analyses indicated that the molar ratio of ibsC mRNA 
and SibC was equal under the conditions examined in E. coli MG1655. SibC was noted to 
be transcribed in excess of ibsC which may be due to decreased stability of the antitoxin 
to the toxin (16, 95). However, for other ibs/sib pairs, the molar ratios of the RNAs varied 
upon conditions, suggesting differences in possible regulation and ibs expression.
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The type I TA system aapA1/isoA1 (antisense RNA-associated peptide family A/RNA 
inhibitor of small ORF family A) is one of six related loci in H. pylori strain 26695 identified 
as a potential type I TA system via analysis of the H. pylori transcriptome (63). Later 
confirmed to be a true type I TA system, the regulation of this locus has similarities to the 
other systems previously discussed (Table 1) (17). For example, the full-length transcript 
of aapA1 contains a sequestered RBS, rendering it translationally inactive. Specifically, the 
RBS of aapA1 is sequestered by its own 3´ end, which has also been suggested to occur 
in the aapA3 homolog (17, 96). Like hok, slow processing of the 3´ end of the full-length 
aapA1 is required for robust translation of toxin. However, unlike hok, processing directly 
enhances translation via rearrangement of the 5´ end of aapA1, resulting in an accessible 
RBS. This processed form can also pair to the antitoxin IsoA1, which occludes the RBS 
and triggers cleavage by RNase III (17, 97). This repression is robust during normal 
growth as the RNA levels of IsoA are in excess of 3´ processed aapA1. Additional RNases 
may also degrade the translationally active aapA1, though it is not known whether this 
processing relies on IsoA1 complex formation. Oxidative stress can reduce toxin and 
antitoxin promoter activity and increase levels of the 3´ processed, translationally active 
toxin mRNA (97). This suggests that oxidative stress may allow aapA1 escape repression 
by both its less stable antitoxin and its repressive 3´ end.

Toxin translational block via indirect sequestration of the toxin ribosome 
binding site

Like fst/RNAII, the B. subtilis bsrG/SR4 (Bacillus small RNA G /SR4) transcripts have 
extensive interactions between their 3´ ends, yet the repression mechanism is distinct 
(Table 1). Though base pairing results in RNase III degradation of bsrG, RNase III is not 
required for SR4 to repress bsrG toxicity (18). This is because duplex formation between 
the toxin and antitoxin results in structural rearrangement and sequestration of the RBS 
of bsrG in a stem-loop structure, preventing translation of toxin in the absence of RNase 
III. What is particularly noteworthy is that these RNA-RNA interactions are distal of the 
RBS. SR4 has been described as a dual-acting type I antitoxin as it represses toxicity 
both by preventing translation and by triggering degradation of the toxin mRNA (19). 
Regulation at the transcriptional and stability levels also play important roles. While the 
promoter activity of bsrG is consistent, promoter activity for SR4 can increase under 
select conditions. This seems to counterbalance the longer half-life of the bsrG mRNA 
versus the less stable SR4 (18, 98).

The dinQ/agrB (DNA-damage-inducible protein Q/arsR-gor region gene B) locus was 
also identified as a type I TA system in E. coli MG1655 that is sensitive to DNA damage. 
Transcription of toxin dinQ is repressed by LexA while the antitoxin is not, resulting in 
increased toxin mRNA during SOS response (Table 1) (20, 99). The full-length transcript 
of dinQ is not translated, but 5´ end processing results in a +44 transcript that can be 
translated (20, 21). This processing results in opening of the RBS that allows for active 
translation of dinQ (20, 21). The AgrB antitoxin binds the +44 transcript, leading to dinQ 
RNA structure rearrangement that sequesters the RBS. Furthermore, this binding leads 
to degradation of both AgrB and dinQ RNA by RNase III. Again, it is not known if RNase 
III is required for repression of toxicity. There is a second RNA, AgrA, that is associated 
with regulation of dinQ. Data support that AgrA can influence the levels of full-length 
dinQ mRNA, but not the +44 variant. Furthermore, deletion of the antitoxin agrB resulted 
in increased levels of AgrA, suggesting that these genes are interacting with each other 
directly or indirectly (20). This is reminiscent of how transcription of istR-2 represses 
transcription of antitoxin istR-1 (discussed below). However, the interactions between 
agrA and agrB are likely different from istR-1 and istR-2 as the agrA and agrB genes do not 
overlap on the chromosome.
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Toxin translational block by binding to a standby ribosome binding site

The tisB/istR-1 (toxicity-induced by SOS B/inhibitor of SOS-induced toxicity by RNA) locus 
of E. coli is by far the best defined chromosomally encoded type I TA system (Table 
1). The toxin gene tisB is part of the tisAB operon (formerly ysdAB) and is encoded 
divergent to the istR-1 antitoxin and another RNA, istR-2, which was originally identified 
via screens for small RNAs (22, 91, 94). Transcription of tisAB and istR-2 is repressed 
by LexA while the istR-1 antitoxin is expressed constitutively (6, 22). Though there is 
some basal transcription of tisAB even with LexA repression, both the 5´ untranslated 
region (UTR) of tisAB and the constitutive expression of IstR-1 are sufficient to repress 
toxin translation (22, 23). The full-length tisAB transcript is stable, but translationally 
inactive (23). Processing by an unknown mechanism results in cleavage of the 5´ end of 
the tisAB mRNA, resulting in a +42 form. This form is translatable upon binding of the 
ribosomal protein S1 and the 30S ribosomal subunit to a ribosome standby site (23, 100). 
However, IstR-1 also binds the +42 transcript, competing with S1, thereby sequestering 
the ribosome standby site, and triggering toxin mRNA degradation by RNase III (22, 
23, 100). Despite the presence of the tisA ORF upstream of tisB and that IstR-1 binding 
would overlap tisA, experimental evidence suggests that tisA is not translated (22, 101). 
Upon DNA damage, LexA repression is relieved, resulting in enhanced tisAB transcription, 
increasing the levels of the toxin mRNA relative to the antitoxin RNA (6, 22). TisB is thus 
produced along with its subsequent effects (see below). While IstR-2 is also transcribed 
under these conditions, it cannot repress tisB toxicity, though it may interfere with 
transcription of IstR-1 (22).

Another type I TA system similar in regulation to tisB/istR-1 is zor/orz. The zor/orz class 
was first identified in E. coli O157:H7 EDL933 and, while prevalent in other pathogenic 
and commensal E. coli strains, it was not identified in lab strain MG1655. There are two 
zor/orz encoded in tandem in E. coli EDL933, referred to as zorO/orzO and zorP/orzP, 
with only a single amino acid difference between the toxin proteins. Northern analysis 
detected the toxin and antitoxin RNAs despite sharing a bidirectional −35 promoter 
element. While this arrangement likely has impacts on gene expression (see below), it 
has not been examined. Regulation of zorO translation appears to mirror that of tisB 
translation. The full-length zorO mRNA is translated poorly in vivo and in vitro (102, 103). 
The zorO UTR is also processed at its 5´ end (generating Δ28 zorO), which allows for 
robust translation of the toxin in vivo and in vitro. Like tisB, the RBS is sequestered in 
the processed form of zorO. A standby ribosome binding site has been proposed to 
exist upstream of the true RBS. The base pairing region for OrzO overlaps this putative 
standby site region, similar to IstR-1 binding to tisB. Following base pairing by the 
antitoxin, RNase III-mediated degradation of toxin mRNA occurs, though this is not 
required to repress zorO toxicity (102, 104).

shoB/ohsC (short hydrophobic ORF/oppression of hydrophobic ORF by sRNA), 
previously ryfB and ryfC, respectively, is a chromosomal-only type I TA system in E. coli 
(15, 59). Like tisB and dinQ, shoB is processed at its 5´ end. The full-length transcript, as 
assessed via reporter gene fusion, is not translated, possibly due to sequestration of the 
RBS in a stem structure (15, 105). Reporter gene fusions to the processed forms of shoB 
are translated and OhsC represses translation of these processed variants (15, 59). Thus, 
shoB translation appears to be regulated similarly to tisB. Even so, no work has demon
strated a standby ribosome binding site or an upstream open reading frame (similar to 
hok) to mediate translation of the shoB mRNA. Recent work has implicated a role for the 
envelope stress-sensing CpxRA two-component system in regulating shoB/ohsC at the 
transcriptional level. The shoB/ohsC region contains two putative CpxR binding sites (CB1 
and CB2) that CpxR binds in vitro (106). However, its effects on toxin production and 
function have not been reported.
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Degradation of the toxin-antitoxin complex via RNase III

While cleavage of toxin mRNA-antitoxin RNA complexes by RNase III has been demon
strated, it is often not required for repression of toxicity (discussed in the above sections). 
However, there is an exception to this rule: the txpA/ratA (toxic peptide A/RNA antitoxin 
A) locus identified in Bacillus subtilis. This was the first chromosomally encoded type 
I system described in B. subtilis. It is located within the skin prophage that is excised 
during late sporulation (Table 1) (24). Transcription of both the toxin txpA (formerly ygdB) 
and ratA antitoxin is initiated downstream of predicted σA-controlled promoters, leading 
to their constitutive transcription. Binding of the 3´ ends of RatA and the txpA mRNA 
results in cleavage of both via RNase III which is required to repress toxicity (25). Note 
that binding of RatA to the toxin mRNA does not result in structural rearrangement of 
the region upstream the start codon of txpA. In fact, the 5´ UTR of txpA is quite short 
compared to many other type I toxins (only 48 nt long) and it does not form secondary 
structures with its 3´ region. It has been suggested that the strong RBS of txpA inherently 
represses translation of toxin as, after ribosome recruitment, the ribosome may have 
difficulty escaping the RBS to initiate translation (25, 107). RNase Y, RNase J1, and PNPase 
are all involved in the degradation of the RatA antitoxin, with RNase Y being important 
for initial cleavage of RatA (25). However, this degradation of RatA via these three RNases 
is not impacted significantly by the presence or absence of txpA.

Unconfirmed mechanisms of toxin repression by antitoxin

The timP/timR (toxic inner membrane protein/repressor) locus was originally examined 
in pathogenic E. coli and Shigella dysenteriae with corresponding phenotypes attributed 
to the timP RNA acting as a small RNA (referred to as RyfA) (108–110). However, this 
gene was later confirmed to encode a type I toxin with a corresponding antitoxin 
(TimR) divergently encoded in Salmonella Typhimurium (60). For our purposes, timP/timR 
terminology will be used for Salmonella, while ryfA/ryfB terminology will be used for E. 
coli and Shigella. In the case of the RyfA, toxin production has not been documented (93, 
94, 108, 110). In Salmonella, the timP and TimR RNAs are detected across lab conditions 
with TimR levels higher than timP mRNA levels (60, 111). Data support that timP RNA 
levels increase under specific stress conditions, but details as to how this contributes to 
function are not reported (111–113). Unlike for other type I TA systems, the full-length 
timP transcript is translated and posttranscriptional processing of the transcript has not 
been reported. However, despite this high potential for toxin translation, TimP is only 
detected from the chromosome when the antitoxin gene, timR, has been deleted (60). 
TimR complexes with the timP mRNA by binding the 5´ UTR of timP upstream the timP 
RBS. This binding does not appear to impact stability of either RNA or trigger RNase 
degradation as, in the absence of either gene, the half-lives of these RNAs are not 
significantly different (60). This suggests that repression of toxicity likely occurs through 
direct inhibition of translation. More work though is needed to elucidate this regulatory 
mechanism.

The gene pair symE/symR (SOS-induced yjiW gene with similarity to MazE/symbiotic 
RNA) of E. coli MG1655, previously yjiW/ryjC, represents an unusual type I TA system, 
which was originally identified via two separate screens (59, 72, 99). In this case, 
the toxin SymE, possesses biochemical activity and its overproduction results in the 
cleavage of RNA. Like tisB, the symE toxin promoter contains a LexA binding site and is 
strongly induced by DNA damage/SOS. The antitoxin symR is transcribed under standard 
laboratory conditions and during SOS. SymR levels are detected in excess of symE, even 
after induction of SOS (72). Despite this, SymE protein is detected at later timepoints 
during SOS (30 min post-induction, peak at 90 min). While the exact mechanism of toxin 
repression by antitoxin is not known, based on their genetic organization, it is likely 
that the antitoxin occludes the RBS. Binding may also result in degradation of the symE 
mRNA, as promoter mutations of symR result in increased levels of symE (72). Further 
work is needed to elucidate the specific mechanism of toxin repression.
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The ralR/ralA (restriction alleviation/RalR antitoxin) type I Ta system is located in the 
cryptic prophage rac of E. coli BW25113 (70, 114, 115). RalR toxin activity was first noted 
and the presence of the RNA antitoxin gene, ralA, was later confirmed (70, 116). The 
RNAs for both the toxin and antitoxin are detectable during exponential and stationary 
phase (70). RalA represses toxicity by base pairing in trans and, unlike any other type 
I TA system described to date, requires the RNA chaperone Hfq to repress toxicity. Hfq 
simultaneously allows for repression through base pairing and stabilizes the RalA RNA, 
protecting it from degradation. This repression of toxicity is apparently independent of 
RNase activity and increased RalA RNA levels do not substantially impact ralR mRNA 
levels (70, 117). Additional details regarding RalA repression have not yet been reported.

Questions still outstanding about regulation and potential paths forward

There are still several questions regarding the regulation of type I toxins. For example, 
co-precipitation of some TA transcripts with RNA chaperones Hfq and ProQ suggests that 
these chaperones may be important for stabilization of these RNAs (118). However, it 
is not known if this interaction is specific and whether this interaction is required for 
toxin mRNA recognition or repression. Additionally, how some type I toxin mRNAs are 
processed, which is needed for their translation and, in some cases, antitoxin recognition, 
remains unknown. Perhaps this processing is performed by multiple, redundant RNases, 
is the result of an unknown RNase, or is the result of self-cleavage by the toxin mRNA. For 
a step deemed critical for the expression of many type I toxins, it is surprising how little 
we know.

Historically, transcriptional control of type I toxins and their antitoxins has not been 
thoroughly investigated. Much of what has been reported are changes in bulk RNA 
levels which can be the result of changes in both promoter activity and RNA stability. 
The best studied to date has been for tisB/istR-1 and dinQ/agrB: the appreciation of the 
toxins being LexA repressed was extremely beneficial in further elucidation of potential 
functions, in particular for tisB.

Another understudied area is the influence of promoter organization on transcription. 
Unlike for the type II TA genes which are transcribed as a part of operons, type I TA 
genes are transcribed from their own separate promoters, thus allowing for transcrip
tional independence between toxin and antitoxin. However, transcription competition 
may exist for many type I systems given the divergent organization of their promot
ers. For example, face-to-face type I TA genes (Table 1) may be susceptible to RNA 
polymerase (RNAP) collisions and potential promoter interference as RNAP interacts 
with both strands of DNA during transcription: we encourage the readers to examine 
reviews on this topic (119–121). Regardless, the result would be a reduction of successful 
transcription for at least one gene. For zor/orz, the only type I TA system described 
to contain a bidirectional promoter with an overlapping −35 sequence, RNAP cannot 
bind simultaneously at both promoters. Competition for RNAP has been demonstrated 
for synthetic and native bacterial genes with overlapping promoters at their −10, and 
likely similar issues would arise with an overlapping −35 element (122, 123). Additionally, 
transcription of all divergent genes, whether with overlapping, face-to-face, or back-to-
back promoter arrangements, is susceptible to competition through DNA torsion which 
leads to supercoiling [recently reviewed in reference (124)]. In the twin-supercoil domain 
model, RNAP during transcription creates positive supercoiling ahead and negative 
supercoiling behind (125). This DNA torsion can affect local structure and dynamics 
and can inhibit or enhance transcription of nearby genes. DNA torsion can also affect 
the affinity of DNA-binding proteins such as transcription factors [recently reviewed in 
reference (124)]. The way in which toxins and antitoxins compete for RNAP and under 
what conditions one “wins” over the other remain unexplored avenues of research.

The influence of heterogeneous gene expression within a population for type I 
TA genes is also understudied. While it has been proposed that type I toxins may 
only escape repression and express toxic protein in a subset of cells, little work has 
investigated the impact of regulation at the transcriptional or posttranscriptional level 

Review EcoSal Plus

December 2024  Volume 12  Issue 1 10.1128/ecosalplus.esp-0025-202212

https://doi.org/10.1128/ecosalplus.esp-0025-2022


on heterogeneous expression. This is particularly difficult because expression for some 
genes is low, making accurate measurements at the single-cell level challenging. The 
development of new tools and approaches, such as the use of fluorescent reporter 
systems, that can do such measurements in a robust, high-throughput way is needed.

One obstacle to addressing some of these questions is our ability to detect regula
tory sequences bioinformatically: by understanding when these genes are expressed, 
we can develop specific hypotheses regarding when they may function. Bioinformatic 
identification of regulatory sequences is particularly difficult for those type I TA systems 
in organisms where less is known about regulator sequence specificity. However, even 
for well-studied species such as E. coli, the success of such tools can be variable. 
Additionally, at the posttranscriptional level, virtual RNA folding structure tools often 
do not completely reflect structural changes due to things like mRNA processing that are 
important for regulation.

Finally, while using what is known about other type I systems to inform the targeted 
investigation of others can be effective, it can introduce bias in the types of regulatory 
mechanisms investigated. One potential way to reduce bias in these approaches is to 
leverage large omics-based approaches and fitness. For example, investigation of hok/sok 
and aapA3/isoA3 regulation using Functional AnalysiS of Toxin-Antitoxin Systems in 
BACteria by Deep Sequencing yielded both known and novel insights about sequence 
determinants relating to toxin regulation (78, 96). However, this particular approach 
relies on the ability of toxin genes to kill cells and, in the case of some chromosomal 
type I systems, it may not be feasible. Another potential way to identify known and 
novel regulatory sequences is to employ sequence conservation analysis across closely 
related strains or species, such as has been done for the type I systems tisB/istR, shoB/
ohsC, and zor/orz (S. H. Shore and E. M. Fozo, unpublished data). This type of analysis 
had previously been performed to confirm whether known regulatory sequences were 
conserved but had not been utilized to investigate potential novel regulatory sequences 
(17). The rapidly expanding availability of full genome sequences for many species of 
bacteria provides us with the data necessary to explore sequence conservation in natural 
bacterial samples. Because this approach can be performed using publicly available data 
and publicly available bioinformatic tools, this method has the potential to be a quick 
and a freely accessible way to gain potential insights into important sequences for both 
regulation and function of any gene of interest, including type I TA systems.

Regardless of how we get there, there is still exciting progress to be made on the 
study of type I TA regulation. As the regulation of genes is often intricately tied to their 
function, it is important to make a concerted effort to reconsider what we know and do 
not know about regulation and how we best address questions for both characterized 
and uncharacterized type I TA classes.

CELLULAR EFFECTS AND BIOLOGICAL FUNCTIONS OF TYPE I TOXIN-ANTI
TOXIN SYSTEMS

Even with the detailed knowledge regarding regulatory complexity, it was common for 
scientists to ignore potential novel and critical biological functions for TA systems in 
prokaryotes. In particular, given the observed association of TA systems with plasmids 
and other MGEs suggests that these systems represent “selfish entities,” ensuring their 
own propagation by maintenance of their carriers in the course of vertical and horizontal 
gene transfer (HGT) (1, 3, 126). This idea is intuitive and probably applies to all MGE-asso
ciated TA systems but fails to convincingly explain the prevalence of TA systems in 
prokaryotic chromosomes (127–129). The fact that, in some cases, dozens of functional 
TA systems were retained by prokaryotic chromosomes has challenged the assumption 
of purely “selfish entities” and stimulated several lines of research to reveal whether 
they serve important functions to their hosts. In the following sections, we will discuss 
what is known about TA functions with a focus on type I TA systems. In contrast to type 
II, toxins from type I TA systems are typically small, hydrophobic proteins that target 
the cytoplasmic membrane and affect membrane integrity (Table 2). The concomitant 
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cellular effects and potential biological functions will be described for some of the best-
studied members.

Stabilization of mobile genetic elements

As already outlined further above, TA systems were originally discovered on bacterial 
plasmids and found to enhance plasmid propagation within expanding populations (42, 
146). Due to their role in plasmid maintenance, they are often referred to as plasmid 
“addiction modules” (126, 147). However, TA systems have subsequently been discovered 
on diverse MGEs, such as prophages, superintegrons, or integrative conjugative elements 
(133, 148–150), which suggested a general role as MGE “maintenance modules.” Despite 
the diversity of TA systems found in MGEs, the mechanism by which TA systems stabilize 
MGEs turned out to follow a common scheme. Due to the inherent instability of the 
antitoxin, the antitoxin pool is quickly depleted in cells that have lost the TA carrier (i.e., 
the MGE), which in turn activates the stable toxin and enforces toxicity (Fig. 3A and 
B). The mechanism has initially been denoted as PSK (43), since some toxins have the 
potential to kill MGE-free cells (43, 44, 151). However, toxin-mediated growth inhibition 
of MGE-free cells would be sufficient to ensure that MGE-bearing cells outcompete 
their MGE-free siblings. Therefore, the likelihood of MGE transmission within expanding 
populations is enhanced by TA systems, irrespective of whether toxins kill or merely 
inhibit growth.

Type I toxin-antitoxin systems and plasmid addiction

One of the first and probably best-studied examples of a plasmid-stabilizing TA system 
is the hok/sok system of plasmid R1 in E. coli (42). The intricate regulatory mechanisms, 
which have been described for hok/sok, represent a paradigm for posttranscriptional 
regulation in type I TA systems (see above) (80, 152). The two genes, hok and sok, 
are located on opposite strands within the parB region of plasmid R1 and display 

FIG 3 Cellular effects and biological functions of type I toxin-antitoxin systems. (A) Plasmid stabilization. If the plasmid (blue) and its type I TA system is not 

inherited by a progeny cell, the unstable antitoxin RNA is degraded and the toxin (red) is produced. Most type I toxins are small membrane proteins that 

cause growth inhibition (and probably cell death). If the plasmid is retained, the antitoxin prevents toxin production and the cell is able to propagate. (B) 

Prophage stabilization follows the same principle as described for plasmid stabilization. The type I toxin (red) inhibits growth upon loss of the prophage (blue). 

(C) Morphological changes. If the type I toxin (red) is produced, it causes morphological changes, such as the transition from spiral-shaped to coccoid cells or 

cell division defects that are concomitant with membrane invaginations. (D) Cell death. If the type I toxin (red) is produced in sufficiently high amounts, it may 

induce cell lysis via membrane permeabilization. Cell death by lysis presumably represents an altruistic behavior of individual cells that benefits the remaining 

population. (E) Nucleoid condensation. Expression of the type I toxin (red) leads to compaction of chromosomal DNA. (F) Nucleic acid degradation. Some type I 

toxins (red) are cytosolic proteins that function as endonucleases and degrade either DNA or RNA.
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a fully overlapping arrangement (Table 1). The full-length hok transcript adopts a 
stable secondary structure with a half-life of approximately 20 min and can neither be 
translated nor bound by the RNA antitoxin Sok. Only the truncated hok transcript forms 
a translation-competent structure but is also rapidly bound by the Sok antitoxin and 
inactivated via RNase III processing (Fig. 2) (11, 76, 153). If E. coli cells do not inherit the 
R1 plasmid, the relatively unstable Sok RNA (half-life of ~30 seconds) is quickly removed 
from the cell, allowing the remaining pool of hok transcripts to produce Hok toxin and 
kill/inhibit the plasmid-free progeny cells (Fig. 3A). As a consequence, the R1 plasmid is 
stabilized greater than 100-fold (42). The Hok toxin is a small hydrophobic protein with 
a size of 52 amino acids that localizes to the inner membrane. Like other members of 
the Hok/Gef toxin family, it probably forms pores in the inner membrane and depletes 
membrane gradients, eventually causing cellular leakage and ghost cell formation (43, 
44, 154) (Table 2). hok/sok systems are also present in the chromosomes of enteric 
bacteria, but their functions mainly remain to be elucidated (50, 51). We will, however, 
discuss one well-studied chromosomal member of the Hok/Gef toxin family, HokB, and 
its potential function in antibiotic persistence further below.

Another well-characterized example for a type I TA system with a role in plasmid 
addiction is fst/RNAII within the par locus of plasmid pAD1 in E. faecalis (47, 155). Fst is 
a membrane toxin with a size of 33 amino acids that causes cell division defects and 
nucleoid condensation (135) (Table 2), resulting in growth inhibition of plasmid-free cells 
(47) (Fig. 3A). Fst-like toxins belong to the Fst/Ldr family of type I toxins, which are widely 
distributed among Gram-positive bacteria (84). Given that many Fst-like toxins contrib
ute to plasmid stabilization suggests that they are broadly utilized plasmid addiction 
systems (55). Interestingly, fst/RNAII systems were identified within chromosomal loci 
encoding proteins with a role in sugar metabolism (84). Even though an involvement 
of fst/RNAII systems in regulation of metabolism remains to be demonstrated, these 
findings likely indicate a function beyond plasmid stabilization.

The observation that TA systems cause plasmid addiction immediately suggests their 
“selfishness,” as it has already been suggested for restriction-modification systems (156). 
The bacteria become addicted to the presence of the antitoxin, even though the plasmid 
that provides the antitoxin represents a cellular burden. Assuming, however, that the 
plasmid provides important functions, maintenance of vertical plasmid transmission via 
TA systems is a clear advantage for the host (157). Furthermore, TA systems may also 
avoid the loss of beneficial plasmids when the host is invaded by a competitor plasmid 
via HGT. If the competitor plasmid belongs to the same incompatibility group but lacks 
the TA system, it is eliminated from the population via PSK of progeny cells (158). But 
how can bacteria eliminate a disadvantageous plasmid once they get addicted to it? One 
possibility is the acquisition of a chromosomal TA system that shares sufficient homology 
with the plasmid-based system. In such a scenario, the chromosomal antitoxin neutral
izes the plasmid-derived toxin in plasmid-free progeny cells and terminates plasmid 
addiction. This phenomenon has been denoted anti-addiction and suggests that TA 
systems are involved in genome-plasmid conflicts (126, 157). It may also explain why 
free-living bacteria, which are regularly invaded by foreign DNA, have accumulated many 
chromosomal TA systems (128). The outstanding question is of course whether the 
“domesticated” chromosomal systems serve other important functions to their hosts.

Association of type I toxin-antitoxin systems with prophages

In lysogenic bacteria, the genomes of bacteriophages are often integrated into the 
chromosome where they are preserved as prophages and transmitted vertically to 
daughter cells (Fig. 3B). Alternatively, prophages may also exist as plasmids that are 
transmitted by both vertical and horizontal gene transfer. In the case of the P1 phage 
of E. coli, it was observed that the plasmid prophage is not easily eliminated from 
the bacterial population. The so-called “curing” of prophages is a rare event (loss rate 
of ~10−5 per cell per generation), and the underlying element for prophage stabilization 
turned out to be a type II TA system, denoted phd/doc (150). In prophage-free progeny 
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cells, the antitoxin Phd will be slowly depleted by the ClpXP protease, avoiding further 
cell divisions due to liberation of the Doc toxin (159).

Detailed knowledge on type I TA systems with a role in prophage stabilization is just 
slowly accumulating. In the Gram-positive bacterium Clostridioides difficile, several type 
I TA systems have been identified within the phiCD630 prophage regions and denoted 
CD/RCd systems (133, 134) (Table 2). The membrane-targeting CD toxins stabilize the 
phiCD630 prophages due to growth inhibition of prophage-free cells (133) (Fig. 3B). 
Likewise, in B. subtilis, several type I TA systems are present within prophage elements 
(Table 2). The corresponding membrane toxins, such as BsrE, BsrG, TxpA, and YonT, 
potentially cause cell lysis (24, 61, 62, 132), and it was proposed that they maintain 
prophages via killing of prophage-free cells (137). It can, therefore, be expected that 
prophage stabilization by type I TA systems is a common mechanism that contributes to 
the intricate relationship between lysogenic bacteria and their phages.

Type I toxins that cause morphological changes and cell lysis

Pathogenic bacteria have developed manifold strategies to adapt to the specific site of 
infection within their hosts. Type I TA systems may help to counteract certain stresses 
or support survival of the bacterial population during infection. For example, H. pylori 
colonizes the human stomach and resides in the gastric mucosa, where it is challenged 
by reactive oxygen species (ROS) produced by the host (160). It was shown that H. pylori 
depletes the RNA antitoxin IsoA1 in response to oxidative stress, which increases the 
likelihood of AapA1 synthesis. AapA1 is a membrane toxin with a size of 30 amino acids 
(Table 2) that supports the morphological transformation from spiral-shaped to coccoid 
cells (97) (Fig. 3C). Experimental evidence supports the view that coccoid cells are viable 
but “dormant” forms of H. pylori. In such a dormant state, which is reminiscent of a 
persister state (see further below), H. pylori might withstand stress and even escape the 
immune response of the host (161). Hence, AapA1 is part of the H. pylori survival strategy 
within the stomach and potentially contributes to persistent infections.

The plasmid-stabilizing toxin Fst from E. faecalis was demonstrated to cause 
morphological changes, which were associated with cell division defects, such as missing 
cell wall bands, aberrant division furrows, and invaginations of cell filaments (162) (Fig. 
3C). In the case of Fst, and in contrast to other membrane toxins, severe membrane 
permeabilization was not observed. It seems likely that the predominant role of Fst 
is disturbance of cell division (Table 2), which in turn inhibits plasmid-free cells and 
contributes to plasmid stabilization in clonal populations (47, 135, 162), as described 
above.

Further interesting observations concerning morphological changes stem from the 
bsrG/SR4 type I TA system located in the SPβ prophage region of B. subtilis (Table 2). The 
BsrG membrane toxin (38 amino acids) was shown to cause delocalization of the cell wall 
synthesis machinery, which was accompanied by membrane invaginations (132) (Fig. 
3C). The morphological changes were followed by cell lysis in a process that depended 
on the autolysins LytC and LytD, and the bacterial cytoskeletal protein MreB (132). 
Hypothetically, BsrG-mediated cell lysis provides an efficient means to stabilize the SPβ 
prophage. Whether other membrane toxins from B. subtilis prophage regions (i.e., BsrE, 
TxpA, YonT; Table 2) cause morphological changes that precede cell lysis remains to be 
demonstrated. It is tempting to speculate that only those cells that produce sufficiently 
high toxin amounts are subject to cell lysis, while other cells remain within a state of 
growth inhibition that is probably reversible and marked by harmless morphological 
changes and cell division defects.

Cell lysis may represent a strategy that benefits pathogenic bacteria during infec
tion. In S. aureus strain Newman, the type I TA systems sprA1/sprA1AS and sprG1/sprF1 
are located within pathogenicity islands, whereas the sprA2/sprA2AS locus is in the 
core genome (87–89, 136). The corresponding toxins PepA1 (SprA1), PepA2 (SprA2), 
and PepG1 (SprG1) were associated with cytolytic effects (Table 2), which presuma
bly support virulence and the spread of infection. Depletion of the antitoxin RNA 
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de-represses the toxin mRNA and enables production of toxin, which has the potential 
to cause cell death of the producing S. aureus cells via membrane permeabilization (Fig. 
3D) but may also have hemolytic activity and antimicrobial activity against competing 
bacteria (87–89, 136). In the case of sprA1/sprA1AS, the antitoxin RNA SprA1AS is depleted 
upon acidic pH or oxidative stress, conditions that are predominant in phagolysosomes 
of host immune cells. The authors speculated that PepA1 production is triggered in 
phagolysosomes, leading to lysis of most PepA1-producing cells, release of PepA1 toxins, 
and damage of the host membrane. Hence, the PepA1-induced cell death of S. aureus 
represents an “altruistic behavior” that benefits the surviving cells by promoting their 
escape from immune cells and spreading into the host (88). In the case of sprA2/sprA2AS, 
the antitoxin SprA2AS is depleted in response to osmotic stress and starvation. As 
speculated for PepA1, PepA2-induced cell death is presumably altruistic and increases 
the success of the population by promoting cytotoxic effects against host cells (89). The 
SprG1 mRNA encodes two peptides with lengths of 31 and 44 amino acids, designated 
PepG1 toxins (Table 2). Both toxins trigger S. aureus cell death by lysis (Fig. 3D) and 
are secreted (136). While the longer toxin is more active against host cells, the shorter 
toxin is more active against competing bacteria. As for PepA1 and PepA2, cell death and 
release of PepG1 toxins may represent an advantageous strategy during infections, as 
toxin-producing cells sacrifice themselves for the benefit of the remaining population.

Type I toxins that affect nucleic acids

A recurrent observation upon expression of toxin genes from type I TA systems concerns 
compaction of the nucleoid, also referred to as nucleoid condensation (Fig. 3E). Nucleoid 
condensation was observed, among others, for Fst, LdrD, and DinQ (20, 58, 135) (Table 
2). It is so far unknown which mechanism is responsible for nucleoid condensation 
in response to these membrane toxins, but it appears likely that condensation is a 
secondary effect. The manifestation of nucleoid condensation probably depends on an 
unknown toxin target (58), is a downstream effect of inhibition of protein biosynthesis 
(139), or involves a component of the cytoskeleton (135). Whether nucleoid condensa
tion itself contributes to toxin-mediated growth inhibition or affects DNA repair process, 
as speculated for DinQ (20), remains to be demonstrated in the future.

The type I toxins discussed so far are targeted toward the cytoplasmic membrane 
and represent small, hydrophobic proteins with a size below 60 amino acids (Table 2). 
There are, however, exceptions to this rule. The RalR toxin from the ralR/ralA TA system, 
which is located in the cryptic prophage rac of E. coli, has a size of 64 amino acids and 
remains in the cytoplasm. It acts as an endonuclease that cleaves both methylated and 
unmethylated DNA (70) (Fig. 3F). It was observed that expression of ralR inhibits growth 
and provides protection against fosfomycin, an antibiotic that inhibits peptidoglycan 
biosynthesis (70). Whether there is a direct link between DNA cleavage and protection 
against an inhibitor of cell wall biosynthesis remains unknown.

Another type I toxin with a cytoplasmic localization is SymE from the symE/symR 
system in E. coli (Table 2). The symE gene is induced in response to DNA damage 
(SOS response) (99). The SymE toxin has a size of 113 amino acids and was originally 
identified as an endoribonuclease that cleaves and recycles damaged RNAs (72) (Fig. 
3F). However, global analyses challenged the endoribonucleolytic activity of SymE and 
rather suggested that SymE is a DNA-binding toxin with the potential to cause nucle
oid condensation (145). In contrast to the membrane toxins described further above, 
nucleoid condensation might be a direct function of SymE due to its DNA-binding 
properties. Whether these findings exclude an endoribonucleolytic activity or whether 
SymE is a toxin with dual functions remains to be elucidated.

TYPE I TOXIN-ANTITOXIN SYSTEMS AND THEIR CONTRIBUTION TO ANTIBI
OTIC PERSISTENCE

Persistence is characterized by a fraction of cells that display a transient state of antibiotic 
tolerance. The persister state itself is marked by reduced activity of major cellular 
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processes and halted cell growth. We will introduce antibiotic persistence and shortly 
summarize what is known about the factors that potentially induce the persister state. 
Finally, we will discuss the involvement of TA systems with a focus on pore-forming type I 
toxins.

How bacteria counteract antibiotics: resistance versus persistence

Microorganisms produce an unprecedented diversity of secondary metabolites, many of 
which provide ecologically important activities. A prominent example are antimicrobial 
compounds (e.g., antibiotics) that are used as weapons in the ongoing warfare between 
microorganisms in their natural habitats (163). Due to the pervasive threat posed by 
antibiotics, bacteria have developed manifold strategies to counteract the action of 
antibiotics, resulting in full or partial resilience of populations.

Most notorious for antibiotic resilience is the occurrence of resistance, which is 
the genetically acquired capability to not only survive but also thrive in the presence 
of antibiotics. Bacteria may develop a chromosomal mutation that leads to a modi
fied structure of the antibiotic target molecule, thereby making the antibiotic ineffec-
tive. Alternatively, bacteria may acquire genes that provide resistance by enzymatic 
inactivation or exclusion/export of the antibiotic. Since resistance genes are eventually 
transferred to bacterial pathogens by HGT, they represent a major challenge to our 
healthcare system (164). Resistant strains usually have three features: (i) the minimum 
inhibitory concentration of the respective antibiotic is increased in comparison to a 
susceptible strain, (ii) the resistant phenotype is inherited by progeny cells, and (iii) 
the whole population shows the resistant phenotype [on a note, transient resistance 
in a subpopulation of cells, denoted heteroresistance, is occasionally observed but not 
further discussed here (165)]. As a consequence, the entire population of cells of a 
resistant strain continues growing in the presence of the antibiotic, even at concentra
tions that effectively kill susceptible strains (Fig. 4A).

In 1944, Joseph Bigger observed that penicillin-treated Staphylococcus cultures 
retained a small fraction of surviving cells even after several days of treatment. He called 
these survivors “persister cells” and concluded that they are in a non-growing state and 
thus tolerate antibiotics for a long period of time (166, 167). A hallmark of persistence is 
the biphasic killing curve that occurs upon antibiotic treatment due to the heterogene
ous nature of the populations. The susceptible subpopulation (usually the majority) is 
rapidly killed by the antibiotic, while the persister subpopulation (usually a minor 
fraction) tolerates even high doses of the antibiotic for an extended period and is 
therefore killed at a much slower rate (Fig. 4A). Persister cells strongly contribute to long-
term survival of bacterial populations, as they withstand antibiotics for several days and 
probably even longer. This clearly sets them apart from short-term tolerant cells, which 
tolerate antibiotics only for several hours (168, 169). Importantly, recultivation of the 
surviving persister fraction gives rise to a heterogeneous population with the same 
features as the original population (168, 170). Hence, the persister state is of transient 
nature, suggesting that changes in gene expression determine the phenotypic altera
tions (171).

Even though persistence is a phenomenon that is restricted to a small subpopulation 
of cells, it potentially has big consequences in the context of bacterial infections. Due to 
their recalcitrance toward antibiotics, the emergence of persister cells is associated with 
treatment failure of cystic fibrosis patients suffering from Pseudomonas aeruginosa 
infections (172), or patients infected by Mycobacterium tuberculosis and Candida albicans 
(173, 174). The failure to efficiently eradicate persister cells by antibiotics leads to 
recurrent infections and causes major problems in clinical settings (175). Furthermore, 
repeated antibiotic therapy selects for pathogenic strains with “high persistence” (Hip) 
phenotypes (i.e., increased persister frequencies) (172–174), which eventually serves as 
melting pot for the development of resistance (176–178). Bacterial biofilms represent 
another complicating issue because biofilm environments not only support persister 
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formation but also physically protect persister cells from the immune system and 
antibiotics, resulting in tremendous treatment failure (179).

Persistence has been known for decades and has been intensively studied for the 
past 20 years. However, there is still no unifying model that describes the generation or 
physiological state of persister cells. The central question still is how a persister state is 
established. Many factors have been suggested to play a determining role in the persister 
formation process, including the stationary-phase response and its regulators RpoS and 
the alarmone (p)ppGpp (180–187), oxidative stress (188–191), low membrane potential 
and adenosine triphosphate (ATP) depletion (192–195), inhibition of core processes 
via nutrient limitation (196), bacteriostatic agents (197), and “errors and glitches” (also 
known as “persistence as stuff happens”) (198). What these factors have in common 
is their association with growth inhibition. Since many toxins from TA systems inhibit 
growth, they have been suggested early on as bona fide persistence factors. However, 
this view has been challenged during the last years and is still subject to an ongoing 
scientific debate.

FIG 4 Persistence caused by type I toxin-antitoxin systems. (A) Illustration of antibiotic killing kinetics (left) and corresponding bacterial populations (right). 

Susceptible cells are rapidly killed (gray), while resistant cells continue growing (blue) in the presence of drugs (e.g., bactericidal antibiotics). If persister cells 

are present, a biphasic killing curve emerges due to long-term antibiotic tolerance of the persister subpopulation (red). (B) Induction of persistence by type I 

toxins. An active cell has a polarized membrane (as indicated by protons at the outside of its cytoplasmic membrane). The proton gradient is used by ATPases to 

produce ATP (top middle). Active cells are susceptible and rapidly killed when exposed to drugs (top left). Some type I toxins are pore-forming membrane toxins 

(red) with the potential to promote a drug-tolerant persister state. Type I toxins may impede drug uptake due to depolarization of the cytoplasmic membrane 

(upper right). In addition, depolarization inhibits ATP production and leads to ATP depletion (bottom right). Alternatively, type I toxins form pores that are 

capable of promoting ATP efflux (bottom left). Decreasing ATP levels cause cellular inactivity, which prevents killing by drugs.
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The controversial dogma of toxin-induced persistence

After the initial discovery of persister cells in 1944 by Bigger (166, 167), it was almost 40 
years later until a molecular factor was suggested that had the potential to induce the 
persister state. Moyed and Bertrand (199) applied chemical mutagenesis to isolate E. coli 
mutants with a Hip phenotype. Specifically, the hipA7 mutant showed higher persister 
frequencies when treated with diverse cell wall-inhibiting antibiotics (199). Subsequent 
work showed that HipA was the toxin moiety of the type II TA system hipAB, and that the 
hipA7 allele increased persister frequencies by 10- to 10,000-fold, even when different 
classes of antibiotics were applied (200–203). Since toxins were already known to impair 
essential cellular processes, it was tempting to generalize the idea that chromosomal 
TA systems were involved in establishment of an antibiotic-tolerant state. And indeed, 
subsequent observations supported the “toxin-induced-persistence” model. First, it was 
shown that several TA systems were upregulated in isolated persister fractions of E. 
coli and M. tuberculosis (204–206). Furthermore, some toxin deletion strains had lower 
persister frequencies under specific experimental conditions (6, 140, 181, 207, 208), and 
plasmid-borne overexpression of almost all tested toxins led to a sharp increase in 
persister frequencies, regardless of which antibiotic was applied (6, 202, 208, 209).

Even though the “toxin-induced-persistence” model is intriguing, it was frequently 
challenged because different laboratories produced conflicting results concerning 
phenotypes and activation of toxins (8, 210, 211). As it stands right now, the community 
seems divided, with some scientists doubting the involvement of toxins in the persister 
formation process. Clearly, TA systems are dispensable for persistence to occur (196, 212, 
213), but this does not refute them as contributing factors.

Pore-forming type I toxins affect antibiotic persistence via ATP depletion

In bacteria with respiratory activity, generation of ATP is mainly catalyzed by ATP 
synthase. This multi-subunit protein complex is fueled by the proton motive force (PMF), 
an electrochemical gradient across the inner membrane (Fig. 4B). Since ATP is the most 
important energy source for a plethora of cellular processes, PMF dissipation and ATP 
depletion have been associated with growth inhibition and establishment of a persister 
state (6, 140, 141, 192, 193). Some toxins from type I TA systems have the potential 
to directly compromise the PMF and thereby interfere with ATP production (Fig. 4B). 
Potentially, these type I toxins form oligomeric structures that resemble narrow pores 
(or channels), which are compatible with passage of ions across the inner membrane. 
Since ions follow their gradients, the PMF is easily discharged by such ion-selective pores 
(141, 214, 215). Indeed, when potential sensitive probes were applied, a reduction in the 
membrane potential, which is a good indicator for a compromised PMF, was observed 
for several type I toxins, including TisB, HokB, DinQ, ZorO, ShoB, and IbsC in E. coli (7, 
15, 20, 103, 140, 141, 216). Reduction in the membrane potential was usually paralleled 
by a drop in intracellular ATP levels (103, 141, 142). Interestingly, it was suggested that 
mature HokB pores have an increased diameter, causing direct leakage of ATP to the 
exterior (138) (Fig. 4B). Whether this is a common mechanism needs to be clarified, but as 
it stands right now, most type I toxins only indirectly deplete ATP via formation of narrow 
pores that dissipate the PMF. Regardless of how ATP is depleted (directly or indirectly), 
the resulting energy deprivation is expected to slow down major cellular processes, 
protect antibiotic targets, and induce a persister state (5, 217) (Fig. 4B). An involvement in 
persister formation was hence suggested for some type I toxins, such as HokB and TisB (6, 
7, 140).

SOS-dependent persister formation: the TisB paradigm

While overexpression of toxins usually has strong effects, deletion of toxin genes often 
needs specific experimental conditions to produce phenotypes. Thus, knowing the 
inducing condition for a toxin is beneficial to study its phenotypic consequences under 
physiological conditions. In E. coli MG1655, the toxin gene tisB is under LexA control and 
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strongly induced under DNA damage/SOS conditions (6, 22, 218). When tisB was deleted, 
application of the DNA-damaging fluoroquinolone antibiotic ciprofloxacin led to a ~ 
10-fold reduction in persister frequencies (6, 140). Interestingly, under these experimen
tal conditions, a TisB-dependent reduction in the membrane potential was observed 
only in a fraction of cells, indicating heterogeneous tisB expression levels among 
the population (140). Consistent with the posttranscriptional tisB regulation described 
further above, chromosomal deletion of the antitoxin RNA (ΔistR-1) and shortening of 
the tisB 5´ UTR (Δ1–41) caused strong TisB synthesis upon ciprofloxacin treatment (219). 
As a result, the fraction of depolarized cells was increased, ATP levels were reduced, 
translation was inhibited, and persister frequencies increased up to 100-fold (140, 219). 
These data suggest that TisB potentially affects persistence through pore formation 
(141, 214, 215), dissipation of the PMF, and ATP depletion (Fig. 4B). In addition, the 
sophisticated posttranscriptional regulation of tisB (and other type I toxins) sets tight 
thresholds and restricts toxin production to specific stress conditions (140, 220).

PMF dissipation and ATP depletion are not the only observable consequences of 
TisB production. Overexpression of TisB (and other type I toxins) led to the production 
of ROS, which was also confirmed in a wild-type background after treatment with 
fluoroquinolone antibiotics (216, 221). Interestingly, ROS production itself was associated 
with persister formation (188–191). Recent observations also suggest that TisB is the 
major molecular determinant of protein aggregation and cytoplasmic condensation 
in response to fluoroquinolone antibiotics (216, 222). We conclude that disruption of 
membrane functioning by TisB likely causes primary (PMF dissipation) and secondary 
effects (ATP depletion, ROS production, protein aggregation, cytoplasmic condensa
tion), which all have the potential to induce a persister state. However, in wild-type 
cultures, TisB-dependent effects are often only apparent after extended fluoroquinolone 
treatments, indicating that TisB is only slowly produced over time (140, 216, 221). These 
observations stimulate the view that the primary function of TisB is not necessarily 
induction but rather stabilization of a persister state. Potentially, TisB production and 
its concomitant effects (primary and secondary) determine dormancy depth and avoid 
premature awakening of persister cells (221, 223).

A new turn in type I toxin functionality: reduced uptake of toxic compounds

Cellular inactivity through ATP depletion is probably an indirect and rather delayed 
consequence of PMF dissipation by pore-forming type I toxins. A more direct and 
immediate consequence is the interference with membrane transport and drug uptake 
(Fig. 4B), which was recently suggested for TisB and other membrane toxins. TisB was 
shown to impair membrane transport and to prevent uptake of select toxic compounds, 
such as the aminoglycoside antibiotic gentamicin (143). Similarly, for the type I toxin 
ZorO of E. coli O157:H7 strain EDL933, overexpression of the zorO gene led to a shortened 
lag phase in sublethal levels of the aminoglycoside antibiotic kanamycin. However, 
a point mutation that rendered the translated ZorO protein non-toxic also conferred 
the same phenotype, suggesting that the mechanism of ZorO toxicity was separate 
from the mechanism of shortened lag (103, 144). Another study applied a library of 
randomized DNA sequences, which led to the identification of a synthetic, hydrophobic 
peptide, Arp1, that reduced the membrane potential and increased the resistance to 
aminoglycosides (224). Accordingly, type I toxins may affect antibiotic resilience by both 
supporting dormancy and preventing drug uptake via reduction of membrane potential. 
Hypothetically, these two functions are not strictly tethered and depend on the given 
toxin features and/or expression levels.

Open questions about type I toxin functions

It is usually assumed that type I toxins act by themselves via pore formation or other 
oligomeric structures. However, it is a so far unexplored possibility if type I toxins have 
interaction partners and modulate the function of membrane complexes, as observed for 
other small proteins (225). In this regard, it also remains unknown whether the charged 
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amino acids, which are often essential for type I toxin functionality (103, 221, 222), solely 
contribute to oligomerization (214, 215) or are involved in the interaction with protein 
partners.

Another intriguing question concerns RNA editing of toxin mRNAs. In E. coli, it was 
observed that adenosine (A) to inosine (I) editing of the hokB mRNA recoded a tyrosine 
into a cysteine codon, which enhanced HokB toxicity (226). The editing rate increased 
with high cell densities, implying that a change in toxicity is potentially important under 
growth-limiting conditions. Whether similar mechanisms apply to other toxin mRNAs 
needs to be elucidated. The observation that synthetic, toxic peptides can be selected 
from randomized DNA sequences (224) suggests that type I toxins can be used as 
blueprints for the development of antimicrobial agents (227).

Many type I toxin functions have been deduced from strains with artificial expression 
constructs that might be prone to generating abnormal effects. It is a foremost task to 
identify the specific factors for toxin activation, which may help to define the physiologi
cally relevant conditions for detection of authentic phenotypes (6, 181). However, even 
with the knowledge about the physiologically relevant condition, different laboratories 
sometimes obtain conflicting results when using slightly different treatment schemes 
(6, 140, 210, 216, 222). Revealing the biological reason for these inconsistencies under 
seemingly concordant conditions might contribute to our understanding of toxin-related 
phenotypes. Regarding type I TA systems and persistence, the idea that type I toxins 
determine dormancy depth and avoid premature awakening of persister cells (223) is 
intriguing and needs further attention. Finally, most type I TA systems have been studied 
in pure cultures, often using strains that are devoid of their phages. Studying type I 
TA systems in the context of their natural competitors might shed new light on these 
systems and reveal further relevant biological functions.
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