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The integration of artificial intelligence (AI) into epilepsy
research presents a critical opportunity to revolutionize
the management of this complex neurological disorder.1
Despite significant advancements in developing AI algo-
rithms to diagnose and manage epilepsy, their translation
into clinical practice remains limited. This gapunderscores
the urgent need for scalable AI and neuroinformatics
approaches that can bridge the divide between research
and real-world application.2 The ability to generalize AI
models from controlled research environments to diverse
clinical settings is crucial. Current efforts have made sub-
stantial progress, but they also reveal common pitfalls,
such as overestimation of model performance due to data
leakage and the challenges of small sample sizes, which
hinder the generalization of these models.
To address these challenges and fully realize the poten-

tial of AI in epilepsy care, a robust framework for data
sharing and collaboration across research centres is essen-
tial. Cloud-based informatics platforms offer a promising
solution by enabling the aggregation and harmonization
of large, multisite datasets. These platforms can facilitate
the development of AI models that are not only powerful
but also scalable and generalizable across different patient
populations and clinical scenarios. In this commentary,
we will explore the common methodological errors that
lead to overly optimistic AI models in epilepsy research
and propose strategies to overcome these issues. We will
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also discuss the importance of collaborative data sharing
in building robust, clinically relevant AI tools and high-
light the role of advanced neuroinformatics infrastructures
in supporting the translational pathway from research to
clinical practice (Figure 1).

1 ADDRESSINGMETHODOLOGICAL
PITFALLS IN AI DEVELOPMENT

The promise of AI in epilepsy research is often hampered
bymethodological errors that lead to overly optimistic per-
formance metrics. One of the most significant issues is
data leakage, which occurs when information from out-
side the training dataset influences the model, resulting in
an overestimation of its predictive power. This can hap-
pen when features are derived from the entire dataset
rather than just the training subset.3 Tomitigate this, strict
separation between training and test datasets is essen-
tial and feature selection must be performed within each
fold of the cross-validation process independently. Nested
cross-validation, where model selection and performance
estimation are conducted separately, further reduces the
risk of data leakage.
Another common error is the improper application of

cross-validation techniques. Often, researchers perform
feature selection or hyperparameter tuning on the entire
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F IGURE 1 Artificial intelligence (AI)-powered epilepsy management. (a) Collaborative sharing of epilepsy data is critical to developing
AI models that can be generalized for clinical implementation. Epilepsy data broadly includes multimodal neuroimaging, electrophysiology,
medical information from electronic health records, and wearable device data. (b) Neuroinformatics infrastructures provide the technological
foundation essential to securely aggregate, manage, and analyze large-scale epilepsy datasets. When selecting an infrastructure, researchers
should prioritize those that adhere to findability, accessibility, interoperability, and reusability (FAIR) principles. (c) AI model development
includes feature selection, model training, cross-validation, and performance evaluation while taking precautions against data leakage and
overfitting. (d) Model validation and refinement is an iterative process that improves AI models through shared data and feedback. (e)
Clinical implementation translates AI research into clinical practice, with a feedback loop to ensure continuous data collection and model
improvement.

dataset before cross-validation, leading to inflated perfor-
mance metrics. The correct approach is to embed these
steps within each fold of the cross-validation process to
ensure that the test data remain completely unseen until
the final evaluation. This practice helps prevent overfitting
and provides a more accurate estimate of how the model
will perform on new data.
Small sample size presents a third challenge, particularly

in epilepsy research, where datasets are often of modest
size and heterogeneous. Small datasets can lead to over-
fitting, where the model learns patterns specific to the
training data but fails to generalize to newdata. Addressing
this requires both methodological rigour and collaborative
efforts to pool data across multiple sites, thereby creating
larger, more diverse datasets. Data augmentation tech-
niques, such as generating synthetic data, can also help
increase the effective size of the training set.

2 THE POWER OF COLLABORATIVE
DATA SHARING

The development of robust AI models in epilepsy is fur-
ther strengthened by collaborative data sharing, which

allows researchers to pool datasets from multiple sources,
increasing both the size and diversity of the data available
for training. Epilepsy is a highly heterogeneous disor-
der, and individual research centres often have access
to only small modest-size cohorts. By aggregating data
across different sites, researchers can develop AI tools
that are more representative of the broad clinical reality
to improve generalizability and reliability across diverse
clinical settings.
Collaborative data sharing also enables the replica-

tion of studies, which is critical for validating AI models
across different cohorts to ensure that the models are
both accurate and reproducible. Such collaboration fos-
ters the sharing of expertise and resources, allowing
researchers to tackle complex challenges, such as integrat-
ing multimodal data—neuroimaging, electrophysiology
and clinical records—into more sophisticated AI models.

3 ROLE OF NEUROINFORMATICS
INFRASTRUCTURES

To support effective data sharing and utilization across
multiple sites, advanced neuroinformatics infrastructures
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are indispensable. Platforms like EBRAINS, Pennsieve
(https://app.pennsieve.io/) and OpenNeuro, among
others, provide the technological foundation needed
to securely aggregate, manage and analyze large-scale
epilepsy datasets.4,5 These platforms enable researchers
to apply standardized methods and tools across dif-
ferent datasets to ensure the rigour, robustness and
reproducibility of AI models.
Neuroinformatics platforms also adhere to the prin-

ciples of making data findable, accessible, interoperable
and reusable, which is crucial for effective data sharing.6
By facilitating data harmonization and integration, these
platforms ensure that data from multiple sources can be
combined and analyzed consistently.7 Furthermore, neu-
roinformatics infrastructures support collaborative anal-
ysis by allowing researchers to share not just data, but
also the algorithms and models developed from that data.
For example, researchers could share their electrode local-
ization outputs generated from a standardized pipeline,8
together with their intracranial electroencephalography
recordings, and the deep learningmodel trained for seizure
detection. Alternatively, researchersmight only share their
data,9 and the preprocessing and model building could
all happen within these infrastructures.10 This fosters an
open science environment where AI models can be tested
and refined across different datasets to accelerate the
development of clinically applicable tools.

4 CONCLUSION

In summary, the advancement of AI in epilepsy research
depends on both methodological rigour and collabora-
tive efforts. By addressing common errors in AI model
development and leveraging the power of collaborative
data sharing, we can build robust, clinically relevant tools.
Neuroinformatics infrastructures provide the necessary
support for these endeavours to ensure that AI models are
not only powerful but also applicable in real-world clinical
settings. These combined strategies are essential to trans-
late AI research into tangible improvements in epilepsy
care, ultimately leading to better patient outcomes.

AUTH OR CONTRIBUT ION
Conceptualization: Nishant Sinha, Alfredo Lucas, Kathryn
Adamiak Davis. Writing—original draft preparation and
revision for intellectual content: Nishant Sinha, Alfredo
Lucas, Kathryn Adamiak Davis.

ACKNOWLEDGEMENT
Nishant Sinha received funding from the National Insti-
tute Of Neurological Disorders And Stroke (NINDS)
of the National Institutes of Health under award num-
bers K99NS138680, R01NS116504 and R01NS125137 and

Department of Defense W81XWH2210593. Alfredo Lucas
received funding from NINDS R01NS116504. Kathryn
Davis received funding from NINDS R01NS116504,
R61NS125568 and U24NS134536.

ETH ICS STATEMENT
The authors declare no conflict of interest.

ORCID
KathrynAdamiakDavis https://orcid.org/0000-0002-
7020-6480

REFERENCES
1. Lucas A, Revell A, Davis KA. Artificial intelligence in epilepsy

— applications and pathways to the clinic. Nat Rev Neurol.
2024;20(6):319-336. doi:10.1038/s41582-024-00965-9

2. Sinha N, Johnson GW, Davis KA, Englot DJ. Integrating
network neuroscience into epilepsy care: progress, barriers,
and next steps. Epilepsy Curr. 2022;22:272-278. doi:10.1177/
15357597221101271

3. Smialowski P, Frishman D, Kramer S. Pitfalls of supervised
feature selection. Bioinformatics. 2009;26:440-443. doi:10.1093/
bioinformatics/btp621

4. Markiewicz CJ, Gorgolewski KJ, Feingold F, et al. The
OpenNeuro resource for sharing of neuroscience data. eLife.
2021;10:e71774. doi:10.7554/elife.71774

5. Amunts K, Axer M, Banerjee S, et al. The coming decade of dig-
ital brain research: a vision for neuroscience at the intersection
of technology and computing. Imaging Neurosci. 2024;2:1-35.
doi:10.1162/imag_a_00137

6. Wilkinson MD, Dumontier M, Aalbersberg IjJ, et al. The
FAIR guiding principles for scientific data management and
stewardship. Sci Data. 2016;3:160018. doi:10.1038/sdata.2016.18

7. Hu F, Chen AA, Horng H, et al. Image harmonization: a review
of statistical and deep learning methods for removing batch
effects and evaluation metrics for effective harmonization. Neu-
roImage. 2023;274:120125. doi:10.1016/j.neuroimage.2023.120125

8. Lucas A, Scheid BH, Pattnaik AR, et al. iEEG-recon: a fast
and scalable pipeline for accurate reconstruction of intracranial
electrodes and implantable devices. Epilepsia. 2024;65:817-829.
doi:10.1111/epi.17863

9. Bernabei JM, Li A, Revell AY, et al. Quantitative approaches
to guide epilepsy surgery from intracranial EEG. Brain.
2023;146:2248-2258. doi:10.1093/brain/awad007

10. Hayashi S, Caron BA, Heinsfeld AS, et al. brainlife.io: a
decentralized and open-source cloud platform to support neu-
roscience research. Nat Methods. 2024:21:809-813. doi:10.1038/
s41592-024-02237-2

How to cite this article: Sinha N, Lucas A,
Adamiak Davis K. From data to decision: Scaling
artificial intelligence with informatics for epilepsy
management. Clin Transl Med. 2024;14:e70108.
https://doi.org/10.1002/ctm2.70108

https://app.pennsieve.io/
https://orcid.org/0000-0002-7020-6480
https://orcid.org/0000-0002-7020-6480
https://orcid.org/0000-0002-7020-6480
https://doi.org/10.1038/s41582-024-00965-9
https://doi.org/10.1177/15357597221101271
https://doi.org/10.1177/15357597221101271
https://doi.org/10.1093/bioinformatics/btp621
https://doi.org/10.1093/bioinformatics/btp621
https://doi.org/10.7554/elife.71774
https://doi.org/10.1162/imag_a_00137
https://doi.org/10.1038/sdata.2016.18
https://doi.org/10.1016/j.neuroimage.2023.120125
https://doi.org/10.1111/epi.17863
https://doi.org/10.1093/brain/awad007
https://doi.org/10.1038/s41592-024-02237-2
https://doi.org/10.1038/s41592-024-02237-2
https://doi.org/10.1002/ctm2.70108

	From data to decision: Scaling artificial intelligence with informatics for epilepsy management
	1 | ADDRESSING METHODOLOGICAL PITFALLS IN AI DEVELOPMENT
	2 | THE POWER OF COLLABORATIVE DATA SHARING
	3 | ROLE OF NEUROINFORMATICS INFRASTRUCTURES
	4 | CONCLUSION
	AUTHOR CONTRIBUTION
	ACKNOWLEDGEMENT
	ETHICS STATEMENT
	ORCID
	REFERENCES


