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Summary
Background Glucocorticoids (GC) are potent entrainers of the circadian clock. However, their effects on biological
rhythms in chronic human exposure have yet to be studied. Endogenous hypercortisolism (Cushing’s Syndrome, CS)
is a rare condition in which circadian disruption is sustained by a tumorous source of GC excess, offering the unique
opportunity to investigate GC’s chronic effects in vivo.

Methods In a 12-month prospective case–control multicentre trial, the daily fluctuations in the number of circulating
peripheral blood mononuclear cells (PBMCs) and the time-specific expression of clock-related genes were analysed in
a cohort of 68 subjects, 34 affected by CS and 34 matched controls. Cosinor mixed effects model, rhythmicity
algorithms and machine learning techniques were applied to the multi-level dataset.

Findings Multiple, 5-point daily sampling revealed profound changes in the levels, amplitude, and rhythmicity of
several PBMC populations during active CS, only partially restored after remission. Clock gene analyses in
isolated PBMCs showed a significant flattening of circadian oscillation of CLOCK, PER1, PER2, PER3, and
TIMELESS expression. In active CS, all methods confirmed a loss of rhythmicity of those genes which were
circadian in the PBMCs of controls. Most, but not all, genes regained physiological oscillation after remission.
Machine learning revealed that while combined time-course sets of clock genes were highly effective in separating
patients from controls, immune profiling was efficient even as single time points.

Interpretation In conclusion, the oscillation of circulating immune cells is profoundly altered in patients with
CS, representing a convergence point of circadian rhythm disruption and metabolic and steroid hormone
imbalances. Machine learning techniques proved the superiority of immune profiling over parameters such
as cortisol, anthropometric and metabolic variables, and circadian gene expression analysis to identify CS
activity.
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Research in context

Evidence before this study
Excessive glucocorticoid (GC) exposure is associated with poor
health outcomes, and the number of patients developing
signs and symptoms due to hypercortisolism is increasing.
Endogenous hypercortisolism (Cushing’s Syndrome, CS) is a
rare disease (2–3/million/year) characterised by a loss of
circadian cortisol rhythmicity, which triggers multiple
complications and ultimately increases mortality. Despite CS
being a unique human model of circadian disruption from an
endogenous cause, few studies have characterised the
associated alterations in circadian clock genes and dynamics
of circulating immune cells.

Added value of this study
In this multicentre clinical trial, we provide an extensive and
thorough analysis of time-course clock genes and immune
and hormonal parameters in a large cohort of patients with
CS before and after remission. We also described circadian
clock genes and immune parameters in an inclusive control
cohort of mixed ages and sexes. First, we showed that
patients with hypercortisolism have a unique signature
alteration of the immune system and impaired rhythmicity of
immune cells. The analyses of circadian genes revealed a
complete loss of rhythmicity during the active phase that
almost completely normalised during remission. Conversely,
not all immune parameters reached levels comparable to
controls. The restoration of clock gene expression in immune
cells, following the normalisation of cortisol rhythmicity,

confirms a causality link between the two. In contrast, the
persistence of some alterations in immune cell profiles
suggests a more complex interaction with a carry-over effect
explaining the symptoms complained by cured patients. We
included bioinformatic techniques to provide a multi-level
analysis of active and cured CS, identifying the immune
system and circadian genes as powerful tools for monitoring
hypercortisolism.

Implications of all the available evidence
Finding a reliable peripheral biomarker of GC action has been
a conundrum for physicians for over a century. Given the
availability of novel, effective medical therapies able to
normalise the 24-h cortisol levels in CS, the importance of
restoring a healthy circadian rhythm is gaining momentum.
The results of this trial demonstrate that circadian immune
profiling is a sensitive biomarker of CS activity and
endogenous rhythm disruption. Gene expression in peripheral
blood mononuclear cells offers a rapid and readily available
display for chronobiological interventions in managing
conditions associated with circadian disruption, such as
exogenous GC therapies, metabolic diseases, and cancer.
However, restoring clock gene rhythmicity does not
necessarily clear the immune phenotype, revealing different
temporal and hierarchical levels. All these findings directly
impact the clinical management of patients chronically
exposed to GC and, more generally, for chrono-
pharmacological interventions.
Introduction
The relevance of night and day rhythmicity, known
since ancient times, has only recently acquired a clinical
meaning. Such delay is probably the result of the
disruptive influence of modern lifestyle, commodities,
artificial lights, constant food availability, and drugs,
which overcome the resilience of the inner biological
clocks, providing the basis for circadian disruption and
its damaging implications.1,2

Working categories such as night shift workers and
frequent fliers prone to altered circadian rhythm have
shown an increased risk for metabolic,3 neoplastic dis-
eases,4,5 or both.6 However, earlier than behavioural
factors, some rare clinical conditions had provided a
model for the disruption of endogenous rhythm.
Cortisol is one of the most circadian hormones, peaking
just before awakening and falling to undetectable levels
at night. Cortisol is also a potent entrainer for most of
our body’s tissues by synchronising peripheral clocks
with the central circadian pacemaker.7,8 Cushing’s Syn-
drome (CS) is a rare condition with an incidence
ranging between 2 and 3/million9 to 8/million10 annu-
ally, offering a unique model of circadian rhythm
disruption.

In CS, cortisol rhythm is precociously lost because of
an abnormal hormonal secretion from the pituitary or
ACTH-secreting ectopic tumours (ACTH-dependent
CS) or the adrenal gland (ACTH-independent CS).
Compared to other conditions affecting daily rhythms,
in CS, the cause of disruption is endogenous and pro-
longed. The abnormal cortisol secretion, lasting several
months or years before the diagnosis is established,11

turns the potent hormonal entrainer into a factor
chronically desynchronising day–night activities from
www.thelancet.com Vol 110 December, 2024

http://creativecommons.org/licenses/by-nc/4.0/
http://www.thelancet.com


Articles
hormonal profiles and clock-related gene expression.
For ethical reasons, such a model cannot be otherwise
reproduced in humans and offers the advantage of
overcoming the “buffer” mechanisms that arise in hu-
man night-shift, sleep disturbance (spontaneous or
experimentally induced) or jet-lag studies.

Patients with CS often develop multi-organ complica-
tions and comorbidities, including cardiovascular dis-
eases, hypercoagulability, hypertension, osteoporosis,
infertility, central obesity, myopathy and infectious
diseases.12–14 Most complications share immune15,16 and
metabolic features and mechanisms,12 since, for example,
visceral adipose tissue deposition leading to central
obesity recruits inflammatory monocytes from peripheral
blood, or neutrophil alterations can lead to hypercoagu-
lability and atherosclerosis.13,15 Even after remission, pa-
tients can experience long-term effects of chronic
exposure to increased GC.17 However, the role of circa-
dian rhythm in the development of these complications
and their reversal after treatment has not yet been eluci-
dated because of the disease’s rarity and the complexity of
human models. Specifically, an in-depth analysis of daily
variations of immune cells in CS is still lacking.

To investigate the endogenous clock in CS as a
biomarker of disease activity and severity, its role in the
development of complications and the effects of treat-
ment and remission, we designed a multi-level approach
to a multicentre clinical trial, enrolling a large cohort of
patients with CS during the active phase and after
remission, compared with healthy controls. Bio-
informatic analyses have proven superior to conven-
tional methods in recognising circadian patterns,18

especially in human studies, thanks to their ability to
reduce experimental noises, interindividual differences
and confounding factors. Taking advantage of such an
approach, we provided a combined analysis of this rare
disease’s circadian genes, immunity, and cortisol
profiling.
Methods
Study design and participants
The longitudinal, prospective, case–control clinical trial
was conducted in four Italian centres (Sapienza Uni-
versity of Rome, Federico II University of Naples,
“Ospedali Riuniti” University Hospital of Ancona and
University Hospital of Padova). The sample size was
calculated based on published literature on CLOCK and
ARNTL relative gene expression in patients affected by
circadian-disrupting conditions, such as alcoholism19 or
adrenal insufficiency.20 Based on mean relative gene
expression in freshly isolated PBMC, assuming a pooled
SD of 0.981 (for CLOCK), a sample size respectively of
21 or 27 in each group would have had an 80% or 90%
power to detect an effect size of 0.90 with a 5% two-
sided significance level. Assuming a drop-out rate of
15% for potential clinical and technical issues in sample
www.thelancet.com Vol 110 December, 2024
processing and quality analysis based on our previous
experience, a sample size of 32 subjects for each group
was considered the ideal recruitment. The calculated
sample size is consistent with published studies on
circadian gene expression in patients with Cushing’s
Syndrome21 or healthy subjects.22,23 A post-hoc power
analysis based on CLOCK expression using Circa-
Power,24 a useful tool to estimate power analysis in
circadian studies, with power set to 90% or 80% esti-
mated a minimum sample requirement of 8 controls
and 11 patients with CS or 7 controls and 9 patients with
CS, respectively. Eligible patients were men and women
aged 18–80 with CS, diagnosed according to guide-
lines.9,25 Age- and sex-matched healthy controls were
enrolled with a 1:1 ratio at the coordinating centre.
Controls were invited to enter the current study by
random selection from a clinical trial26 that collected a
large number of subjects referring to the coordinating
center for screening procedures (thyroid nodule
screening, andrological screening).

Exclusion criteria at baseline for patients were
significant renal, hepatic and respiratory diseases, not-
compensated diabetes mellitus (HbA1c ≥ 7.5%), neo-
plasms (except for pituitary/adrenal adenomas and
ACTH-secreting neoplasms), surgery, severe infective or
rheumatologic diseases in the 3 months before study
evaluation, pregnancy, concomitant medications inter-
fering with protocol analyses (anti-inflammatory, mela-
tonin and other sleep modulating drugs, glucocorticoids
other than replacement for adrenal insufficiency after
remission, and medical treatment of hypercortisolism).
Exclusion criteria for controls were significant renal,
hepatic and respiratory diseases, not-compensated dia-
betes mellitus (HbA1c ≥ 7.5%), neoplasms, surgery,
severe infective or rheumatologic diseases in the 3
months before study evaluation, pregnancy, concomi-
tant medications interfering with protocol analyses
(anti-inflammatory, melatonin and other sleep modu-
lating drugs, glucocorticoids), sleep disturbances and
night-shift working.

Patients with CS were evaluated at baseline and six
months (± one month) after remission. Remission
criteria for patients with CS was postoperative (24–48-h)
serum cortisol ≤50 nmol/L. Before the 6 months pro-
cedures, patients underwent routine clinical and
biochemical re-evaluation to exclude recurrence of dis-
ease and baseline hormone analyses or dexamethasone
suppression test were performed if needed. No patient
presented recurrence of disease within the study time-
frame. Patients with disease recurrence, medical treat-
ment before surgery, or those who did not achieve
remission were excluded from the longitudinal evalua-
tion. The study flowchart is reported in Fig. 1.

Ethics
The trial was approved by the ethical review board of the
Policlinico Umberto I Hospital (4945/18), published on
3
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 40 consecutive patients with CS
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 6 patients did not meet inclusion
  criteria

34 controls

 8 patients not eligible for surgery or
  refused
 5 patients underwent medical therapy
  before surgery

 4 patients not in remission
 4 patients lost to follow up
 3 patients did not complete 6 months
  from remission at data analysis

34 patients with CS

T0: Immune profiling, anthropometric measures, biochemistry,
  cortisol profile, circadian genes expression analyses

TSS, ectopic tumour or adrenal mass
excision

 10 patients fulfilling the “cured”
  criteria at 6 months

T1: Immune profiling, anthropometric measures, biochemistry,
  cortisol profile, circadian genes expression analyses

Fig. 1: Study flow chart: study flow chart for the clinical trial.
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public registries (NCT04374721), and conducted under
the Declaration of Helsinki and Good Clinical Practice.
Written informed consent was obtained from all pa-
tients. The trial was first approved in 2018, enrolment
started in 2020 and ended in 2021.

Procedures
Patients and controls were instructed to conduct stable
sleep-night schedules (according to their own prefer-
ences) for one week before study procedures. For
menstruating participants, blood was sampled during
the early follicular phase.27 On the day of admission,
patients and controls underwent blood withdrawal by
intravenous cannulation to reduce the stress from
repeated punctures at 8:00 Ante Meridiem (AM) (before
breakfast), 12:00 AM (noon, before lunch), 4:00 Post
Meridiem (PM) (after lunch), 8:00 PM (before dinner),
and 12:00 PM (midnight). Standard meals with specific
timing were administered to avoid interference with
circadian entrainment. Bedtime and wake-up time was
up to the study participants. Biochemical analyses were
performed using standard methods at the central labo-
ratories of each study centre. Hormone assays for
cortisol levels were conducted at “Sapienza” University
with High Performance Liquid Chromatography-Mass
Spectrometry (HPLC-MS/MS). Detailed methods of
steroidomic analysis have been described elsewhere.28

Outcomes
The study’s primary outcome was comparing patients’
and controls’ relative expression of CLOCK and ARNTL
genes in freshly isolated PBMCs. Secondary outcomes
included comparing the relative expression of circadian
genes and circadian immune and cortisol profiling be-
tween patients and controls at baseline and after
remission from CS.

Cytometry and gating strategy
All primary and secondary outcomes analyses were
centralised (Sapienza University). PBMCs were isolated
from fresh whole blood and gated. Briefly, the monocyte
and lymphocyte gate were analysed for CD14 and CD16
expression to identify CD14++CD16-classical monocytes,
CD14+CD16+ intermediate monocytes, and
CD14+CD16++ non-classical monocytes. Absolute cell
counts were derived from the total cell counts provided
by the haematological analyser (SYSMEX Roche, Indi-
anapolis, IN, USA). The lymphocyte gate was also ana-
lysed for CD3 and CD56 expression to identify
CD56+CD3- natural killer cells and CD56−CD3+ T lym-
phocytes. Natural killer (NK) cells were defined as
CD14−CD19−CD3−CD56+ and re-analysed for CD16
expression to identify CD16+ NK cells. NK cells were
further analysed based on CD56 density to identify
CD56bright cells. Flow cytometry gating strategies are
available in the Supplementary (Fig. S1) and RRID tags
are provided for all commercial antibodies used in
Supplementary Table S1 (Table S1).

Circadian genes analysis
For circadian genes mRNA analyses, samples were ob-
tained at 8:00 AM, 12:00 PM, 4:00 PM, 8:00 PM and
12:00 AM. RNA was extracted from freshly isolated
PBMCs and reverse transcribed for PCR amplification.
RNA was extracted with an Aurum Total RNA Mini Kit
(Bio-Rad, Hercules, CA), followed by a DNase digestion
step to remove genomic DNA contamination. Total
RNA concentration was quantified with a Nanodrop ND-
1000 spectrophotometer (Thermo Fisher Scientific,
Waltham, MA), and purity was estimated by 260 nm/
280 nm absorption. We reverse-transcribed 2 μg of RNA
from each sample using iScript Reverse Transcription
Kit (Bio-Rad). The total cDNA pool obtained served as
the template for subsequent PCR amplification in a real-
time PCR assay 96-well panel modified for use with
SYBR Green circadian rhythms (PrimePCR; Bio-Rad).
Primers (including housekeeping genes) were lyophi-
lised in each well using SsoAdvanced Universal SYBR®
Green Supermix. The quantitative reverse transcription
polymerase chain reaction was run on CFX Connect
www.thelancet.com Vol 110 December, 2024
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(Bio-Rad). We selected 19 circadian genes based on our
previous work on circadian rhythm in glucocorticoid
disorders.20 In addition to the 19 genes tested (ARNTL,
CLOCK, MAPK1, PER1, PER2, PER3, TIMELESS,
WEE1, AANAT, CAMK2D, CREB1, CREB3, MAT2A,
PRKAR1A, PRKAR2A, CSNK1A1, CSNK1E, OPN3,
PRF1), each plate contained housekeeping genes for
quantitative analyses (GAPDH, ACTB) and specific
controls for genomic DNA contamination, RNA quality,
and efficiency. Only assays that passed internal controls
were included in the database. For data analysis, the Cq
expression of housekeeping genes was tested by CFX
Manager software (Bio-Rad) to identify the most stable
reference gene based on the geometric mean of
expression. Most of the reference genes passed the test,
with GAPDH and ACTB being the most stably
expressed among samples and thus selected for nor-
malisation. No rhythmicity was observed in GAPDH
and ACTB expression within our dataset. All gene
expression results are expressed as relative expression
levels normalised against housekeeping genes.

Statistics
Continuous variables are reported as mean (95% confi-
dence interval) or median (interquartile range) or (25th—
75th percentile) when appropriate. Normally distributed
variables were assessed using the Shapiro–Wilk test and
non-normally distributed variables were corrected by
square root or logarithm conversion if possible.
Differences between patients with CS and age- and sex-
matched controls were evaluated using the Student’s
t-test for normally distributed variables and the non-
parametric Mann–Whitney test for non-normally
distributed variables. Differences between the binomial
proportions of the two independent groups of a
dichotomous-dependent variable were assessed for
homogeneity using the chi-square test. A p-value of <0⋅05
was regarded as significant. For circadian analyses,
cosinor-based rhythmometry was applied to time-course
variables.29 We employed a mixed effects cosinor model
to analyse longitudinal periodic data using the R package
“cosinoRmixedeffects”, where estimation and hypothesis
testing for the non-linear circadian parameters are con-
ducted through bootstrapping. When interpolation of
additional time points was needed for improved curve
fitting, imputation was also considered. Time series were
analysed both as pooled data and individual data sets. The
results are reported for individual patients’ data sets
compared between study groups. The zero-amplitude test
was performed to assess rhythmicity. Sex and age in-
teractions in group differences were also explored. Circa-
dian genes were also analysed by a version of the
Jonckheere-Terpstra-Kendall (JTK) algorithm designed for
the detection of circadian rhythmicity, the JTK_CYCLE
algorithm.30 The JTK algorithm was developed by
combining the Jonckheere-Terpstra (JT) test and Kendall’s
tau for optimal detection of monotonic orderings of data
www.thelancet.com Vol 110 December, 2024
across ordered independent groups. The JTK_CYCLE
algorithm applies the JTK algorithm to alternative
hypothesised group orderings corresponding to a range of
user-defined period lengths and phases. The JTK_CYCLE
algorithm finds the optimal combination of period and
phase that minimises the exact p-value of Kendall’s tau
correlation between an experimental time series and each
tested cyclical ordering. Each minimal p-value is
Bonferroni-adjusted for multiple testing. Benjamini-
Hochberg correction for multiple comparisons was
applied to all tests. Statistical analyses were performed
using SPSS, version 27.0 (IBM Corp., Armonk, NY, USA).

Machine learning analyses
High-volume data is often scarcely manageable with
conventional statistical techniques, requiring alternative
approaches for dimensionality reduction. Our investi-
gation started with applying dimensionality reduction
techniques, specifically Principal Component Analysis
(PCA) and t-distributed Stochastic Neighbour Embed-
ding (t-SNE). These techniques help distil essential
features from the extensive dataset, optimising compu-
tational efficiency and model interpretability. Then, we
used two machine learning algorithms: k-Nearest
Neighbours (k-NN) and Support Vector Machines
(SVM). These algorithms were selected for their suit-
ability on small datasets and their ability to uncover
patterns and make predictions, complementing each
other in the analysis. The first task was the recognition
of CS among all study participants while blinding the
dataset to the diagnoses, achieved by visual and non-
visual separation of positive (patients with CS) and
negative (controls) subjects. Then, we explored cate-
gories of variables that best identified the two groups.
Details on pre-processing and method setups are avail-
able in the Supplementary Methods section, along with
more information on other bioinformatic analyses.

Role of funders
The funders had no role in the study design, data
collection, data analyses, interpretation, or writing of the
report.
Results
Study population
Overall, 40 patients with CS were screened, and 34 were
prospectively enrolled (Fig. 1), along with 34 sex and
age-matched controls. All patients and controls
confirmed that their perceived gender coincided with
their sex. The mean age of patients at enrolment was
47⋅4 ± 10⋅8 years; 23 were females. 52⋅9% of patients
had ACTH-dependent pituitary CS, 38⋅2% had ACTH-
independent CS, and 8⋅8% had ACTH-dependent CS
due to ectopic ACTH secretion from small cell lung
carcinoma. After baseline evaluation, 8 patients were
not eligible for the follow-up study or refused surgery;
5
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Age (years)

Sex (F/M)

BMI (kg/m2)

Waist circumference (cm)

Systolic (mmHg)

Diastolic (mmHg)

Aetiology of CS

Pituitary CS n (%)

Adrenal CS n (%)

Ectopic CS n (%)

Comorbidities

Hypertension n (%)

Diabetes n (%)

Dyslipidaemia n (%)

Osteoporosis n (%)

Hypercoagulability n (%

Biochemistry

Glycaemia (mg/dL)

HbA1c (%)

Total cholesterol (mg/d

HDL cholesterol (mg/dL

LDL cholesterol (mg/dL

Triglycerides (mg/dL)

Values are expressed as mean
as appropriate. n = 34 for a
blood pressure (n = 32 for CS
test.

Table 1: Baseline characte
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the remaining 26 patients underwent trans-sphenoidal
surgery, adrenal cortisol-secreting adenoma or ACTH-
secreting ectopic tumour excision. Five patients started
medical treatment to control cortisol secretion before
surgery and, therefore, were excluded from the follow-
up analysis. Of the 21 treatment-naïve operated
patients, four were not cured by surgery, four were
subsequently lost at follow-up, and three did not com-
plete the six-month remission assessment within the
study time frame. Ultimately, ten out of the 21 eligible
operated patients (48%) fulfilled the “cured” inclusion
criteria at the six-month assessment (Fig. 1). Of those,
two patients had regained endogenous cortisol secretion
at study evaluation, while eight were under glucocorti-
coid replacement (two under modified-release hydro-
cortisone, six under cortisone acetate twice daily).

Patients and controls were age- and sex-matched. As
expected, they were significantly different regarding
BMI, waist circumference, systolic and diastolic arterial
pressure, HbA1c, and triglycerides. Patients with CS
had hypertension in 67⋅6% of cases, dyslipidaemia in
61⋅8%, diabetes mellitus in 38⋅2%, osteoporosis in
26⋅5% and hypercoagulability in 32⋅4%. The baseline
characteristics of the study population are summarised
in Table 1. Baseline 8 AM fasted immune profiling and
full blood counts are in the Supplementary.
Patients with CS (n = 34) Controls (n = 34) pa

47.4 (43.8–51.2) 42.4 (37.6–47.9) 0.111

23/11 20/14 0.204

27.97 (26.15–29.96) 23.64 (22.56–24.69) 0.004

99.4 (94.8–104.8) 77.2 (74.0–80.2) <0.001

133 (125–140) 117 (113–120) 0.001

83 (79–87) 76 (73–79) 0.011

18 (52.9)

13 (38.2)

3 (8.8)

23 (67.6)

13 (38.2)

21 (61.8)

9 (26.5)

) 11 (32.4)

85.27 (80.56–90.83) 85.77 (83.33–88.57) 0.864

5.90 (5.62–6.23) 5.27 (5.17–5.40) 0.006

L) 203 (188–217) 186 (174–200) 0.101

) 62 (56–67) 62 (56–68) 0.988

) 120 (109–132) 106 (96–116) 0.086

114 (100–127) 92 (77–108) 0.043

(lower-upper limit of 95% CI), median (25th–75th percentile), or percentages (%)
ctive CS and n = 34 for controls for each variable except for systolic and diastolic
) and HbA1c% (n = 30 for CS and n = 28 for controls). ap value for Mann–Whitney

ristics of the study cohort.
Circadian genes analysis
To investigate the effects of CS on peripheral clocks, we
applied the mixed effects cosinor model to a set of pre-
specified clock-related genes expressed by PBMCs. For
each patient, three values were extracted: acrophase
(time of peak, when rhythmic), MESOR (Midline Esti-
mating Statistic of Rhythm the mid-value throughout
the curve), and amplitude (the distance between the
mesor and the highest/lowest value) of the interpolated
curve. All results are summarised in Table 2. Collective
data are presented in Fig. 2, while standardised co-
efficients are summarised in Supplementary Table S3
(Table S3). Patients with active CS showed increased
mean levels of expression of ARNTL and PRF1, while
PER3 was markedly downregulated. Mesor expression
of ARNTL and PRF1 normalised after remission, while
levels of PER3 increased significantly over control levels.
Interestingly, patients with CS in remission had an
increased mesor of expression of PER1 and CLOCK
compared to controls. The amplitude of several circa-
dian genes was also affected in CS. Specifically, a
reduction was observed in PER1, PER2, PER3, and
TIMELESS. All the clock genes showed a significant
increase in amplitude after remission, reaching levels
similar to controls. No differences were observed in
acrophase between patients in remission and controls,
while acrophase in active CS was not extracted due to
loss of rhythmicity in most patients. Age and sex did not
affect results except for an age-related effect on CLOCK
expression levels (p = 0.030 [interaction analysis]) and
amplitude (p = 0.011 [interaction analysis]) in the overall
study population. To further investigate the circadian
nature of the variables of our data set, we decided to
perform additional tests.

Rhythmicity analysis
To study the derangement and possible resumption of
circadian rhythmicity in CS, we ran the JTK_CYCLE
algorithm that investigates the presence of 24-h pat-
terns in gene expression time course. We applied the
algorithm to controls and patients with CS during the
active phase and after remission. Of the 19 analysed
clock-related genes, 11 showed a significant circadian
rhythm in controls. During the active phase, all genes
lost their rhythmicity. The genes that regained rhyth-
micity in cured CS were AANAT, CAMK2D, CLOCK,
CREB1, PER1, PER2, PER3, PRF1 and TIMELESS. On
the other hand, CREB3 and MAT2A did not regain a
robust rhythm in remission. All results are summar-
ised in Table 3. We compared these findings with those
obtained by the zero-amplitude test from the cosinor
mixed effects analysis. Results largely overlapped,
showing 11 genes with a consistent circadian rhythm
(AANAT, CSNK1A1, CREB1, CREB3, MAT2A, PER1,
PER2, PER3, PRKAR2A, TIMELESS and WEE1) and
two that approached significance (CLOCK, p = 0.062
[cosinor analysis]; CAMK2D p = 0.061 [cosinor
www.thelancet.com Vol 110 December, 2024
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analysis]). In patients with active CS, all genes had lost
their rhythmicity. After remission, a robust rhythm
was restored in most genes except CREB3, MAT2A,
and WEE1. Surprisingly, a tendency toward oscillation
was observed in a few genes which were not circadian
in controls, that however, gained rhythmicity after CS
remission (MAPK1 p = 0⋅001 [cosinor analysis]; PRF1
p = 0⋅001 [cosinor analysis]; PRKAR2A p = 0⋅068
[cosinor analysis]). The latter suggests that when the
clock is reset by effectively removing the cause of
disruption, it frees a robust synchronous input to the
oscillator that also reflects on non-canonical circadian
genes.

Circadian immune profiling
Circadian fluctuations in the immune profile were input
into a mixed effects cosinor model. The results are
summarised in Table 4 and Fig. 3. Subgroup analysis
for the aetiology of CS did not show major differences in
the immune profile between ACTH-dependent and
ACTH-independent CS.

Monocytes
The circadian profile of monocytes was significantly
altered in CS compared to controls. An increase in
mesor of total CD14+, intermediate CD14+CD16+ and
non-classical CD14+CD16++ monocytes during active CS
was mirrored by a significant decrease in classical
CD14++CD16- monocytes, confirming that the abnor-
malities found in the morning were sustained
throughout the day and night. After remission, per-
centages of total CD14+ and intermediate CD14+CD16+

monocytes subsets were restored to levels not different
from controls. In contrast, non-classical CD14+CD16++

and classical CD14++CD16- monocytes didn’t reach
normal levels despite a significant difference compared
to the active phase (Fig.3 a, d–f). The cosinor model for
non-classical CD14+ CD16++ monocytes showed a sub-
stantial flattening of the curve in active CS compared to
controls, which improved but failed to normalise after
remission. No differences in amplitude were demon-
strated in other monocyte subsets, except for a tendency
towards flattening in the Total CD14+ population
(p = 0.071 [cosinor analysis]). During active CS, all
monocyte subsets lost their rhythmicity and didn’t
regain it entirely after remission. No gender-related
differences were observed.

Lymphocytes
As expected, patients with CS had markedly sup-
pressed percentages of T lymphocytes throughout the
day. However, despite some improvement from
baseline, the low mesors of total CD3+ and CD4+ T
lymphocytes persisted to be reduced for up to six
months since remission. Conversely, the percentage
of CD8+ T lymphocytes was elevated and remained
higher than controls after remission (Fig. 3 b, g, h). In
7
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Fig. 2: Cosinor-based rhythmometry analysis of circadian genes. Results are presented as relative expression compared to housekeeping
genes. Figures include patients with active CS (red, n = 34) in remission (green, n = 10) against controls (grey, n = 34). Dots are single
measurements for each time point. Curves are obtained from the pooled data. Genes included in the figure are: PER family (a, b, c), CLOCK (d),
ARNTL (e), PRF1 (f) and TIMELESS (g). p values for comparisons of cosinor-based rhythmometry parameters are available in Table 2.
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terms of amplitude, no significant differences were
observed despite a tendency towards flattening the
curve of CD8+ T lymphocytes (p = 0.062 [cosinor
analysis]). Rhythmicity of total CD3+ and CD4+ T
lymphocytes was evident in controls, lost in active CS,
and regained after remission. A sex interaction anal-
ysis in the mixed effects cosinor model showed that
the female sex had a significant impact on total T
lymphocytes (estimate 5.82%, SE 2.75%; p = 0.0366
[interaction analysis]) and CD8+ lymphocytes (esti-
mate −6.89%, SE 2.23%; p = 0.003 [interaction anal-
ysis]). A sex-by-group interaction analysis confirmed
the differences in patients with active CS (p = 0.023
[interaction analysis]).
Natural killer cells
Strengthening the data of morning assessment, the
mesor of total CD56+ NK cells was significantly reduced
in patients with CS compared to controls, but fully
normalised at six months. Other NK cell subsets from
patients, including the CD56bright NK cells, and the
CD56dimCD16+ NK also exhibited a decreased mesor
compared to controls (Fig. 3 c, i). However, while total
CD56+ NK cells normalised at six months, both
CD56bright NK cells and CD56dimCD16+ NK cells
increased but failed to reach normal levels. Interest-
ingly, there was a paradoxical increase in amplitude in
the CD56dimCD16+ NK subset. Acrophases were similar
between patients in remission and controls, possibly
www.thelancet.com Vol 110 December, 2024
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Controls Active CS CS in remission

AANAT <0.001 1.000 0.011

ARNTL 0.360 1.000 0.400

CAMK2D 0.013 0.217 0.022

CLOCK 0.002 1.000 0.047

CREB1 0.042 1.000 0.018

CREB3 0.032 1.000 1.000

CSNK1A1 0.054 1.000 0.056

CSNK1E 0.106 1.000 0.032

MAPK1 0.471 1.000 <0.001

MAT2A 0.049 1.000 0.075

OPN3 0.538 1.000 0.144

PER1 <0.001 0.553 <0.001

PER2 <0.001 1.000 <0.001

PER3 <0.001 1.000 <0.001

PRF1 <0.001 1.000 <0.001

PRKAR1A 0.378 1.000 0.137

PRKAR2A 0.161 1.000 0.063

TIMELESS <0.001 1.000 0.002

WEE1 0.242 0.906 1.000

Results from circadian genes time-course analysis with JTK package.
Values < 0.05 indicate circadian rhythmicity (zero amplitude test).

Table 3: JTK circadian genes analysis.

Articles
due to the feeble circadian variation of these subset
percentages throughout the day. Interestingly, total
CD56+ and CD56dimCD16+ NK cells showed circadian
rhythmicity in controls that persisted during active CS
but were lost after remission. A sex-by-group interaction
analysis showed an effect of female sex on
CD56dimCD16+ NKs mesor in patients with active CS
Mesor (%)

Controls Active CS CS in remission

Total Monocytes 15.7 (13.8–17.2) 26.3 (22.4–29)*** 16.8 (14.7–18.4)

Classical Monocytes 89.2 (87.2–90.8) 81.1 (76.7–83.5)*** 84.2 (81.2–86.6

Intermediate
Monocytes

3.8 (3.1–4.9) 5.1 (4.1–7.0)** 3.8 (3.3–4.2)◦

Non-classical
Monocytes

5.0 (3.1–6.2) 12.6 (9.1–18.2)*** 9,2 (7.3–11.9)#

Total T
Lymphocytes

57.8 (53.7–61.1) 35.4 (31.9–44.4)*** 49.6 (42.8–50.7

CD4+ T
Lymphocytes

58.8 (56.0–64.3) 29.6 (27.9–27.9)*** 53.4 (44–56.8)◦

CD8+ T
Lymphocytes

36.2 (32.4–40.0) 67.4 (60.2–69.2)*** 42.2 (39.3–53.2)

Total CD56+ NK
cells

13.0 (11.2–15.4) 9.3 (6.6–10.7)*** 11.1 (8.7–16.3)

CD56bright NK cells 8.3 (6.6–11.1) 3.8 (2.6–5.5)*** 2.3 (1.5–3.1)###

CD56dim CD16+ NK
cells

87.9 (85.8–91.1) 54.4 (52.2–62.0)*** 71.3 (56.5–84.6

Results of cosinor-based rhythmometry analysis on time-course percentages of immune
CS; #: CS in remission vs. controls. *,◦ ,#p < 0.05; **,◦◦ ,##p < 0.010; ***,◦◦◦ ,###p < 0.001

Table 4: Cosinor-based rhythmometry analysis of peripheral blood mononuc

www.thelancet.com Vol 110 December, 2024
(estimate −26.74%, SE 11.2%; p = 0.018 [interaction
analysis]).

Cortisol profiling
Cortisol levels throughout the day were analysed by
mass spectrometry. As expected, results showed pro-
found differences between patients during the active
phase and controls at all time points. Complete results
of each time-point comparison of cortisol levels are
available in Supplementary Table S2 (Table S2). Patients
with active CS had increased cortisol levels throughout
the day compared to controls. On the other hand, pa-
tients in remission showed cortisol levels comparable to
controls at 8:00 AM, noon, 4:00 PM and midnight, but
higher at 8:00 PM, possibly due to the effect of con-
ventional post-surgical glucocorticoid replacement
therapy.

Cosinor-based rhythmometry showed a significantly
higher cortisol mesor in active CS than controls and loss
of rhythmicity during the active phase (p = 0.079 vs.
p = .013 [cosinor analysis]). Interestingly, while a
decrease after remission was observed (p = 0.057 [cosi-
nor mixed effects analysis]), the rhythm was apparently
not restored.

Machine learning analyses
Dimensionality reduction and classification
Results of the two-dimensional visual reduction of the
entire dataset by principal component analysis (PCA)
and t-Distributed Stochastic Neighbour Embedding (t-
SNE) are shown in the Supplementary (Fig. S3). Pa-
tients and controls are easily distinguishable. Both
linear (PCA) and non-linear (t-SNE) techniques were
Amplitude (%) Acrophase (hours)

Controls Active CS CS in remission Controls CS in remission

◦◦ 3.4 (2.5–1.4) 2.2 (1.4–3.8) 4.2 (3.3–7.2)◦ 23:53 (22:04–02:07) 23:01 (21:37–01:23)

)## 2.8 (2.1–3.7) 4.4 (2.3–6.9) 3.1 (1.8–4.8) 23:30 (21:11–02:14) 20:37 (19:11–23:20)

1.0 (0.7–1.4) 1.5 (0.9–2.4) 0.9 (0.8–2.4) 23:07 (20:20–01:43) 02:43 (19:31–04:07)

# 1.4 (0.9–2.4) 3.5 (1.6–5.9)** 2.9 (2.3–4.1) 00:06 (22:34–02:25) 21:51 (20:08–00:26)

)◦ ;## 4.8 (2.8–6.5) 4.4 (2.4–7.9) 8.1 (6.4–11.1) 23:48 (20:27–02:36) 03:29 (01:07–05:01)

◦ ;# 5.8 (4.4–10.5) 4.1 (2.6–7.4) 6.1 (3.7–7.7) 00:22 (22:43–02:01) 01:31 (22:38–03:58)

◦◦ ;# 5.8 (4.6–9.0) 4.4 (3.0–6.3) 3.1 (2.8–8.3) 22:29 (20:02–02:36) 00:54 (21:40–02:28)

2.0 (1.3–3.4) 2.0 (1.3–4.2) 3.3 (1.5–3.8) 21:59 (20:24–23:59) 02:32 (22:37–02:57)

2.4 (1.3–4.1) 1.7 (1.0–2.4) 0.7 (0.6–1.1) 23:08 (20:44–00:46) 23:04 (23:02–01:12)

)◦◦ ;### 5.5 (3.1–8.8) 9.5 (6.1–14.9)* 11.0 (8.1–18.8) 23:48 (20:43–01:03) 21:57 (21:02–00:00)

cells. Results are expressed as median (25th—75th percentiles). *: active CS vs. Controls; ◦ : CS in remission vs. active
(Mann–Whitney test).

lear cells.
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Fig. 3: Cosinor-based rhythmometry analysis of peripheral blood mononuclear cells on the study population (n = 68). Results are pre-
sented as percentage of immune cells. The panels include patients with active CS (red, n = 34) in remission (green, n = 10) compared to controls
(grey, n = 34). Dots are single measurements for each time point. Curves are obtained from the pooled data. Results are presented as per-
centages of immune subsets over whole PBMCs (a, b), lymphocytes (c, g, h), monocytes (d, e, f) and NK cells (i). p values for comparisons of
cosinor-based rhythmometry parameters are available in Table 3.
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applied with an exploratory intent to provide a more
comprehensive analysis. Having established the poten-
tial for automatic detection of positive and negative pa-
tients, our focus shifted to the effectiveness of this
automated classification.

Non-visual classification methods were then applied.
Results from K-Nearest Neighbours (k-NN, best
configuration 10 components, k = 7) lead to a correct
classification in two categories (active CS and controls)
with 98⋅6% accuracy and 2⋅9% standard deviation. Re-
sults from the Support Vector Machine analysis (the
best configuration of 3 components in PCA, sigmoid
kernel) lead to similar results: the algorithm successfully
distinguished positive and negative subjects with 99⋅3%
accuracy and 2⋅1% variance.

Variable analyses
Then, we categorised our variables to evaluate their
performance in identifying patients compared to con-
trols. The entire dataset was divided into the following
feature groups: anthropometric measurements and vital
parameters, biochemical features, complications and
comorbidities, concomitant medications, circadian
genes, immune profiling, and hormonal levels.
www.thelancet.com Vol 110 December, 2024
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Even though all categories exhibited degrees of
variability between patients and controls, the effective-
ness was very variable, with performances ranging from
67% (biochemistry) to 97% (immune profiling). Inter-
estingly, groups of features expected to predict CS more
reliably, such as hormones (71%), comorbidities (71%)
and anthropometric measurements (71%), were less
able to identify patients compared to controls compared
to other components of our dataset.

We then divided all collected variables into two
subsets: those that are known to be associated with CS
and through which the clinical diagnosis is made
(Group A: anthropometric measurements, vital param-
eters, glucose metabolism, cortisol levels, complications
and comorbidities, concomitant medications) and those
less frequently explored in CS (Group B: immune
profiling and circadian genes). Spatial distribution with
t-SNE of subjects using either group of variables is
shown in Supplementary Figure S4 (Fig. S4).

Interestingly, running the k-NN classification algo-
rithm, the latter category of “novel” variables signifi-
cantly outperformed the same algorithm using
“conventional” parameters usually employed in the
diagnostic proceeding for CS, with an overall accuracy of
97% and a +20% improvement.

To explore the importance of circadian rhythm in
characterising active CS, we narrowed the proposed
strategy to time-course variables: immune profiling,
hormones (including cortisol profiling), and circadian
genes. t-SNE results showed that if we only consider the
measurements at a given time point, we can still classify
patients as positive or negative. This holds for any given
time, but notably, it is valid for the standard 8 AM
measurements.

Given that the loss of cortisol circadian rhythm is
used to define CS itself, we decided to exclude this
specific set and run our analyses. Results on immune
profiling and circadian genes still showed a consistent
separation between patients and controls. The combi-
nation of these two groups turned out to be a powerful
detector of CS, especially, again, at 8 AM (98⋅6% accu-
racy, only a 0⋅7% drop compared to previous model
analyses including cortisol) to a level that can be
considered a surrogate of cortisol measurement.

Lastly, we decided to analyse immune profiling and
circadian genes separately. The immune profiling vari-
ables (Fig. 4a) were able to classify affected and non-
affected subjects when time points were examined
individually and more efficiently when all time points
were analysed jointly. The best-performing timepoint
was the 8 AM point (99% accuracy), while midnight was
the least accurate timepoint, despite retaining a good
ability to discern patients from controls (79%).

In contrast, the clock genes variables could best
distinguish the two groups when considered jointly
within the time series, while individual time points were
less reliable (Fig. 4b). So, the predicting value for clock
www.thelancet.com Vol 110 December, 2024
genes is not their level of expression at any time point,
but only their variation throughout the day.

We then performed machine learning analyses on
CS patients to identify potential variables clustering
among different aetiologies. The dataset variables did
not show a significant difference between ACTH-
dependent and -independent CS, except for hormone
values. Therefore, immune profiling and circadian
rhythm disruption characterise all patients with CS
regardless of the origin of autonomous hormone
secretion.

In summary, through a machine learning approach,
we successfully reduced the complex matrix of our 24-h
multidimensional dataset, including more than 500
variables for each patient, into a single-time-point
profiling of circulating immune cells that is capable of
predicting circadian rhythm disruption induced by
hypercortisolism and can be included in the future
diagnostic and management algorithm of CS.
Discussion
Our study demonstrates that chronic hypercortisolism
alters the precision of the daily rhythm of innate and
adaptive immune cell subpopulations in the absolute
number and relative amplitude of their physiological
circadian oscillation. The GC dependency has been
proven by the reversal of most alterations after the cure
of hypercortisolism. The persistence of dysregulated
rhythms during remission could contribute to the long-
term complications of prolonged exposure to GC and
some symptoms complained by cured patients.

Harvey Cushing recognised an increased infectious
risk in the first description of the syndrome.31 Our study
shows that patients with CS have a unique immune
phenotype that combines features of immune depres-
sion (lymphopenia, reduced marginalisation of immune
cells, decreased inflammatory monocytes) with alter-
ations observed in chronic low-grade inflammation sta-
tus, such as increased non-classical monocytes and
reduced CD16+ NK cells. The immune signature
observed in our heterogeneous cohort of patients with
CS seems unique to this syndrome, as supported by the
fact that a stable, chronic association of NK impover-
ishment, increased intermediate and non-classical
monocytes and low lymphocytes, to our knowledge, is
not reported in any other endogenous condition, and by
the consequent highly discriminatory efficiency.

GC exposure is associated with increased circulating
white blood cell count, chronic lymphopenia,32–34 and an
increased neutrophil-to-lymphocyte ratio.35,36 This re-
sults from an anti-inflammatory effect that reduces pe-
ripheral dissemination, extravasation and patrolling
from monocytes33 and neutrophils37 while interfering
with lymphocyte apoptosis.38 These ‘canonical’ alter-
ations have all been confirmed in our cohort of patients.
We also showed that, despite the increased number of
11
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Fig. 4: Two-dimensional visualisation of time-course variables. Analyses of controls (orange, n = 34) and patients with active CS (blue, n = 34) for time-course variables immune profiling (a) and
circadian genes (b) at each time point and considering all time points (last square for each panel). 2D visualisation is provided by t-SNE.
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total circulating monocytes, the percentage of classical
(also known as “inflammatory”) monocytes was
decreased, and that of non-classical monocytes
increased. Classical monocytes are specialised in
phagocytosis, innate sensing, immune responses and
migration; intermediate monocytes are more involved in
antigen presentation, cytokine secretion, apoptosis
regulation and differentiation, and non-classical mono-
cytes are specialised in complement and Fc gamma-
mediated phagocytosis and adhesion and have been
often characterised as “enhancers” of hyperactive im-
mune response in chronic diseases, such as HIV
infection.39 Interestingly, metabolic syndrome and
obesity also increase non-classical and intermediate
monocytes, sustaining the characteristic low-grade
inflammation.39 However, our finding of increased
non-classical monocytes was accompanied by a decrease
in classical monocytes, unlike in obesity.40 The diver-
gence suggests that some monocyte subsets might
develop escape mechanisms, sustaining low-grade
inflammation and ultimately contributing to the
increased cardiovascular risk observed in CS.

Classical monocytes are increased in the visceral fat
of patients with CS.41 Therefore, our observation of
reduced circulating levels may reflect an increased tis-
sue harbouring that contributes to the local “inflam-
matory” microenvironment. We observed loss of
rhythmicity of the daily oscillation of monocyte subsets
in patients, consistently with previous observations in
mice,42 even though the underlying mechanisms were
still debated.43 A diminished variation of classical
monocyte migration could have a double-edged effect on
the complications in CS: first, the inability to reach pe-
ripheral tissues and participate in the phagocytic
response impairs the antimicrobial defence; second, the
monocytes “trapped” in visceral fat, through local cyto-
kines release, disturb adipose tissue function and
contribute to the metabolic derangement.

Interestingly, monocytes did not regain a complete
fluctuation during remission, and the alterations in both
classical and non-classical monocyte levels persisted. This
is consistent with the recent report of an increased
mortality of cardiometabolic origin that persists in pa-
tients with CD, even after long-term remission, when
compared to the general population.17 In a much shorter
time frame, the incomplete recovery of innate immunity
we observed supports the persistence of cardiometabolic
risk, possibly through inflammation, as recently sug-
gested.44 More interestingly, the near-normal restoration
of circadian gene expression rhythmicity is associated
with only a partial reversal of the immune phenotype.
Given the relatively short life of PBMCs, it is unlikely that
such divergence is related to a different time course,
rather to the remodelling of other systems (vascular,
metabolic) that have a much longer carryover effect.

Regulation of adaptive immunity, and more specif-
ically of T lymphocytes, has been shown to rely both
www.thelancet.com Vol 110 December, 2024
intrinsically and extrinsically on circadian rhythms and
more so on GC.45 In our study, patients with CS showed
a significant decrease in circulating total T lymphocytes
and an inversion of the CD8+/CD4+ ratio, with
increased CD8+ and decreased CD4+ compared to con-
trols. Moreover, circadian rhythm of total T lymphocytes
and CD8+ lymphocytes was lost in CS, and regained in
total lymphocytes only.

There is evidence that shuttling lymphocytes in and
out of the bloodstream and their function are tightly
circadian46,47 primarily due to variations in the cytokine
environment and homing receptors.48 The decreased
number of total and CD4+ T lymphocytes we have
observed in CS and their impaired migration towards
peripheral homing sites could contribute to the
increased risk for infectious diseases.

Similarly, we found decreased NK cells in patients
with CS that only partially normalised after remission.
NK cells are important in antitumoral surveillance and
first-line defence against pathogens. The effector subset,
CD56dimCD16+ cells, and the cytokine-secreting subset,
CD56bright cells, failed to normalise six months after
remission. Whether the long-lasting effect of hyper-
cortisolism on NK activity contributes to the increased
risk for neoplasms that has been described in patients
with CS remains to be established.

Overall, we confirmed the immune alterations
known to occur in CS but also provided evidence for a
specific, unique signature of subpopulations and an
altered redistribution of subsets closely resembling that
observed in experimental clock gene disruption.46 The
downstream consequences of such alteration can fully
explain the increased risk of infectious disease and the
rebound autoimmunity after remission of CS. More-
over, they can explain a relevant part of the metabolic
and cardiovascular consequences related to CS,
including their persistence after the cure, as they can
mimic the metabolic impairment associated with circa-
dian shifts and desynchronisation. The additive direct
(muscle/hepatic/insulin-signalling) and indirect (circa-
dian/immune misalignment) effects of endogenous
hypercortisolism explain its detrimental consequence
on overall and cardiometabolic mortality. Knowledge of
these alterations can help identify patients more likely to
develop worse outcomes and adopt early intervention
strategies.

The second finding of our trial is the quantitative and
time-specific alterations in the expression of clock genes
in PBMCs from patients with CS. The organisation of
central and peripheral clocks relies on the integration of
vertical (hierarchical) and horizontal signals, with many
pathways synchronising the two, as nearly every pe-
ripheral tissue exhibits autonomous rhythmic gene
expression.49,50 Immune cells have been successfully
used to analyse circadian gene expression, with prom-
ising results.51 This approach provides a reliable, non-
invasive indicator of central clock disruption, or more
13
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precisely, its integrated output, as observed in chronic
endogenous hypercortisolism, where SCN control over
the HPA axis is lost due to tumorous secretion of ACTH
or cortisol, depending on the aetiology.52 Briefly, the
mean 24-h levels of expression of the core clock genes
BMAL1 (ARNTL) and PRF1 were found to increase, as
opposed to a down-regulation of PER3 of the Period
gene family. The absolute expression level for all
examined genes returned to control levels during remis-
sion, except for PER1, which increased after the cure.

Besides quantitative alterations, the most typical
feature observed in patients with CS was a loss of
rhythmicity of circadian gene expression. The amplitude
of oscillation of all the genes of the PER family (PER1,
PER2, PER3) was reduced; similarly flattened appeared
TIMELESS. Proof of the GC dependency of this time-
specific effect is the regain of amplitude of the PER
gene during remission compared to controls.

Consistent with our findings, a recent study on 14
patients with ACTH-dependent CS due to pituitary ad-
enoma showed a loss of rhythmicity of CLOCK,
ARNTL/BMAL1, PER1, PER2, and PER3, assessed by
cosinor rhythmometry.21 However, human cosinor-
based rhythmometry has yielded heterogeneous find-
ings. The expression of ARNTL/BMAL1 has been
described as rhythmic in some,53,54 but not all studies.55

Rather than a biological discrepancy, this is more likely
a sign of the difficulties of performing circadian clinical
trials in humans, for the invasiveness of multiple sam-
pling, biases linked to restrictions imposed by protocols,
interindividual variability (inner clock) and high back-
ground noise.18

In a chrono-pharmacology trial on patients with ad-
renal insufficiency,56 who fail to produce endogenous
cortisol, we showed that a change in the time of
administration of exogenous glucocorticoids to better
mimic cortisol circadian profile was effective in
entraining clock gene and restoring their level of
expression, as compared to conventional therapies.20

Single-point analyses, however, require large cohorts
and can be affected by many confounding factors.
Multiple gene analyses have been proposed as a sample-
reduction strategy in tissue biopsies and humans,51 but
results might not be as robust as in repeated sampling.18

Other algorithms have been proposed to assess
circadian rhythm from multiple-time gene expression,
taking into account the noise of human datasets.18,51

Along with analysing rhythmicity with our cosinor
mixed-model analysis, we selected the widely used
JTK_CYCLE30 for its reliable performance compared to
other algorithms.

Accordingly, in our study, the JTK_CYCLE algorithm
showed a higher sensitivity than the cosinor-based
rhythmometry only for a few genes, namely CLOCK,
CAMK2D, and PRF1. Both methods confirmed that all
oscillating genes in control subjects lost their rhyth-
micity during the CS active phase and most regained
rhythm during CS remission. The use of circadian al-
gorithms, such as JTK_CYCLE, has been associated with
an increased risk for false discoveries when comparing
different conditions, particularly if not supplemented
with prior analysis and direct comparisons of circadian
parameters such as mesor, amplitude or phase57; how-
ever, the consistency across methods reassured the val-
idity of our findings.

An added value of our trial is the comprehensive
analysis of the immune circadian rhythm of healthy
controls in real-life settings. The controls enrolled in
this trial were not forced to adopt ad hoc procedures for
optimal circadian entrainment; they were just asked to
follow their regular lifestyle and avoid drugs known to
interfere with clock gene expression.26 Studies on daily
rhythms are often small because of the difficulties and
costs of sampling, mainly recruiting healthy young
males. We enrolled a mixed population of adults, males
and females, matched to the CS cohort, a wide age
range, selected among subjects attending the outpatient
clinic (as previously described26). Despite the heteroge-
neity in enrolled subjects, our analysis revealed how
robust the immune circadian rhythm is, especially in
the relative composition of the subsets of immune cells
circulating throughout the day, both in controls and
cured patients. Unfortunately, due to the disrupted
circadian rhythm in most patients with CS, an impor-
tant aspect of circadian studies such as the phase-effect
could not be appropriately evaluated. Still, it will likely
contribute to the syndrome’s clinical complications.

The diagnosis of CS is still a significant challenge for
endocrinologists, requiring multiple testing and the
combination of dynamic or invasive procedures to
obtain reliable sensitivity and specificity.25 We decided to
perform an exploratory analysis to identify potential
disease-related biomarkers among our large dataset,
enriched with time-course variables. We employed ma-
chine learning (ML) techniques as they increasingly
become part of medical research supporting diagnosis
and clinical management. ML can simultaneously deal
with a large number of variables that are artificially
collapsed into multidimensional “vectors,” representing
a subject/patient with a lower number of “characteris-
tics” or “features” without altering the objective
complexity of the significantly higher number of actual
variables. This allows comprehensive analyses that
identify differences among groups or clusters of vari-
ables associated with a specific trait or disease.

Dimensionality reduction and classification
methods are among the main features of supervised
machine learning techniques that best apply to
moderately large data (hundreds of variables), such as
those included in our study. Our analyses revealed that
immune profiling and circadian genes were among the
best-performing sets of variables in separating patients
with CS from controls, even outperforming other sets
of variables conventionally part of the CS diagnostic
www.thelancet.com Vol 110 December, 2024
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workup and evaluation. These results, unachievable
with conventional statistical methods, confirmed that a
major readout of the body consequence of chronic GC
exposure is the disruption of the circadian features of
immune cells. This is relevant not only in terms of
possible new tools for the diagnosis of endogenous
hypercortisolism, as a biomarker of GC is still missing,
but also as a measure of therapeutic effectiveness
(either surgical or pharmacological), as the current
approach based on measurement of the 24-h cortisol
production has shown all its limitations. Our multidi-
mensional machine learning approach can provide valu-
able data for developing Cushing’s scores to overcome
the loco-regional and ethnicity limitations that have
emerged in the various clinical scores tested so far.58,59

Another interesting result from our analyses is that
ACTH-dependent and ACTH-independent CS did not
behave differently in terms of immune profiling and
circadian rhythm disruption. This finding supports the
generalisability of our model across different aetiologies
of CS and potentially to other forms of GC excess.

Finally, the significance of our data, produced in the
ideal, but also rare, model of endogenous hyper-
cortisolism, is amplified when considering the ample
use of exogenous GC for various reasons. Experimental
studies on human intake of GCs either lack long-term
exposure (as unethical) or are affected by the underly-
ing conditions for which patients require GC therapy.
Nevertheless, GCs are often taken chronically by pa-
tients, recreating the complex phenotype we have
described in our study.

Despite the effort to provide a thorough, multi-level
analysis of our CS cohort, our study has several limita-
tions, the main one being the number of patients that
could be cured in remission, that includes patients with
adrenal insufficiency and is significantly smaller than
those studied in the active phase. We opted for stringent
remission criteria, which is not always achievable within
the time frame of a trial for a rare disease. We could have
extended the study duration (more than six months).
However, this would have meant trading off the biases
related to the intercurrent illnesses, confounding factors
related to multi-treatment modalities for CS, seasonal
effects, and sustainability. Circadian sampling is also
time-consuming for patients, and some refused to
perform a second 24-h sampling at a relatively short in-
terval (6 months), especially after they had been cured.
For the non-cured patients, several safe and effective
medical treatments are now available to normalise total
cortisol exposure that we could not exempt to offer them.
For the trial, however, we decided to exclude patients
receiving CS medical treatments since we wanted to
assess the actual effect of a complete remission and
because available drugs cannot be given with the intent to
restore circadian rhythm (unless provided in an off-label
schedule). Further studies are warranted to expand the
www.thelancet.com Vol 110 December, 2024
size of patients and controls and extend our analytical
strategies to patients under medical treatment. Another
potential limitation is the restricted number of clock-
related genes we analysed, and the lack of characterisa-
tion of each subject’s chronotype. However, our primary
aim was not to phish genes modulated by GC excess
rather to describe, as a proof of principle, the potential
role of known clock genes in CS assessment. We also
acknowledge the lack of external validation for our ML
analyses. A 90/10% masking strategy was applied to train
the algorithm through various iterations, but given the
rarity of CS and the large number of required procedures,
further studies and efforts will be necessary to provide
this additional step. Lastly, a potential confounding factor
could be the effect of seasonality on circadian rhythms.
Homogenous enrolment of patients and controls
throughout the study timeframe was performed to reduce
this interference.

Our data reveal a unique immune signature, defined
by specific changes in the subset of circulating PBMCs,
that triggered by endogenous hypercortisolism reversed
to near normal in remission, predominantly, but not
exclusively sustained by specific alteration in the
amplitude of expression of circadian genes within im-
mune cells. Our study could provide the basis for
developing strategies to mitigate undesired effects of
GC therapies. Finally, our trial supports the use of
circulating immune cells as a display of the internal
circadian time, demonstrating that therapeutic in-
terventions can help reset the clock and guide innovative
chrono-pharmacological strategies.
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