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The concept of gait synergy provides novel human–machine interfaces and has been applied to the control 
of lower limb assistive devices, such as powered prostheses and exoskeletons. Specifically, on the basis 
of gait synergy, the assistive device can generate/predict the appropriate reference trajectories precisely 
for the affected or missing parts from the motions of sound parts of the patients. Optimal modeling 
for gait synergy methods that involves optimal combinations of features (inputs) is required to achieve 
synergic trajectories that improve human–machine interaction. However, previous studies lack thorough 
discussions on the optimal methods for synergy modeling. In addition, feature selection (FS) that is crucial 
for reducing data dimensionality and improving modeling quality has often been neglected in previous 
studies. Here, we comprehensively investigated modeling methods and FS using 4 up-to-date neural 
networks: sequence-to-sequence (Seq2Seq), long short-term memory (LSTM), recurrent neural network 
(RNN), and gated recurrent unit (GRU). We also conducted complete FS using 3 commonly used methods: 
random forest, information gain, and Pearson correlation. Our findings reveal that Seq2Seq (mean absolute 
error: 0.404° and 0.596°, respectively) outperforms LSTM, RNN, and GRU for both interlimb and intralimb 
synergy modeling. Furthermore, FS is proven to significantly improve Seq2Seq’s modeling performance 
(P < 0.05). FS-Seq2Seq even outperforms methods used in existing studies. Therefore, we propose FS-
Seq2Seq as a 2-stage strategy for gait synergy modeling in lower limb assistive devices with the aim of 
achieving synergic and user-adaptive trajectories that improve human–machine interactions.

Introduction

Various lower limb assistive devices have been designed and 
developed with the aim of restoring or enhancing motor func-
tion in patients with mobility problems [1,2]. Over the past 
few decades, a range of lower limb assistive devices have been 
developed, including full lower limb exoskeletons (e.g., HAL 
[3], ReWalk [4], Ekso GT [5], and LOKOMAT [6]), partial 
lower limb exoskeletons or powered orthoses [e.g., C-Brace 
system (Ottobock, Duderstadt, Germany) and Exoskeleton 
Ankle Robot] [7], powered ankle–foot prostheses [8], and 
powered transfemoral prostheses [9]. Our research group has 
also developed several lower limb assistive devices, including 
a lower limb exoskeleton for individuals with paralysis, an 

assistive knee brace for those experiencing knee problems, a 
powered ankle–foot prosthesis for transtibial amputees, and a 
powered prosthetic knee for transfemoral amputees (Fig. 1) 
[10–14]. Patients with limited or disabled mobilities, including 
amputees, stroke survivors, and individuals with spinal cord 
injuries, have various medical conditions. Designing the refer-
ence trajectories of assistive devices based on the gait of 
healthy individuals necessitates tuning, adjusting, and limiting 
the natural variability of gait [1,15], which cannot meet the 
needs of different patients with different medical conditions. 
Therefore, control of active assistive devices is a critical and 
challenging issue when designing and generating user-, temporal-, 
and phase-adaptive and synergistic reference trajectories for 
various patients.
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During walking, we normally move our arms and legs con-
currently in a coordinated manner. From a neuroscience per-
spective, synergies or interjoint coordination and cooperation 
form different human motions, including locomotion. The 
central nervous system combines and coordinates different 
synergies to perform different tasks [2]. More specifically, the 
descending supraspinal signals are known to modulate the 
coordination and timing of muscle activities in the 4 limbs 
concurrently during mammalian locomotion [16]. These con-
cepts are believed to have implications for locomotor rehabilita-
tion [17].

Joint synergy, which is the modular coordination of lower 
limb joints during walking, has been explored since the 1990s; 
it includes both interlimb (joint coordination between 2 limbs) 
and intralimb (joint coordination within one limb) synergies. 
Borghese et al. [18] found planar covariations between the hip, 
knee, and ankle joints when walking at different speeds, suggest-
ing the central nervous system’s role in maintaining kinematic 
invariance. Principal components analysis (PCA) has emerged 
as the most frequently used mathematical approach for build-
ing synergy models [19]. For example, Bockemühl et al. [20] 
demonstrated that the first 3 principal components often 
account for more than 97% of the variance in synergy models. 
However, there have been concerns about PCA’s limited mod-
eling performance when applied to synergies (for example, 
the mean distortion rate in knee joint estimation is 29.13%) 
[15,21–24], which may hinder its practical applications.

The concept of synergy empowers novel human–machine 
interfaces and has been applied to predict the trajectories of 
lower limb assistive devices (Table 1). The aim here is to antici-
pate appropriate reference trajectories for the affected or miss-
ing body parts from the motions of the intact parts using a 
specific relationship, either interlimb or intralimb synergy. This 
relationship is modeled from the kinematics of able-bodied 

individuals, enabling utilization of their synergies to guide 
patients toward rehabilitation and successful walking. For 
hemiplegic patients, the sound parts refer to the legs on their 
sound side, whereas for amputees, the sound parts refer to their 
residual limbs. During assisted walking, positive feedback can 
be sent to the patients’ nervous systems to facilitate brain 
recovery. This approach shows promise in enhancing patient 
outcomes and presents a valuable contribution to the field of 
assistive technologies [21–23].

On the one hand, trajectory prediction based on interlimb 
synergy has been proposed for rehabilitative exoskeletons: The 
traditional trajectory generation method for these rehabilitative 
exoskeletons involves using the gait data of able-bodied indi-
viduals and tuning, neglecting the variabilities under patients 
with stroke and different situations. In synergy-based trajectory 
prediction, the reference trajectory of the affected side is pro-
duced online from the kinematics of the sound side based on 
interlimb synergy. Thus, the generated trajectory is user-adaptive 
and in line with the user’s motion. This approach is called 
complementary limb motion estimation [21] and has under-
gone validation in clinical trials, with demonstrated benefits 
such as reduced interference on the wearer, energy savings for 
exoskeletons, and increased patient participation [21,24]; here, 
patient participation is a crucial aspect of rehabilitation.

However, there is still room for improvement in the estima-
tion performance of interlimb synergy modeling, considering 
its poor trajectory prediction, particularly for the knee joint 
[21]. Previous studies have explored various methods, such as 
PCA, best linear unbiased estimation (BLUE), and long short-
term memory (LSTM), to improve the estimation performance 
during synergy modeling [22–24]. In our previous work [15], 
we introduced LSTM for the first time to model the interlimb 
synergy and generate reference trajectories for our self-designed 
exoskeleton CUHK-EXO.

Fig. 1. Our self-developed assistive devices. (A) Assistive knee brace [11], (B) CUHK-EXO [10], (C) ankle–foot prosthesis [12], and (D) transfemoral prosthesis [13,14].
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On the other hand, trajectory prediction based on intra-
limb synergy has also been proposed for partial limb exoskel-
etons and above-knee prostheses. The traditional approach 
for these devices is the finite state impedance control, where 
state machines are used to determine the gait percent, walking 
speed, and switching rules, and the wearers have to adapt to 
the devices. However, in synergy-based trajectory generation, 
the trajectory of the active prosthesis is predicted online from the 
wearer’s residual limb. Note that the wearer still maintains 
control over the residual limb, so this approach offers direct 
device control and instant responses to motion intent. Various 
methods have been investigated to estimate knee and hip 
angles based on shank/thigh motion data to obtain a user-
dominated gait. Our previous work [1] proposed the use of 
thigh kinematics to estimate knee angles based on intralimb 
coordination, using an LSTM to model intralimb synergy. A 
functional method for controlling active knee prostheses 
called synergy-based knee angle estimation based on thigh 
motion using Gaussian process regression, was introduced by 
Eslamy and Schilling [25]. In their intersubject tests, they 
achieved an average root mean square error (RMSE) of 6.36°, 
mean absolute error (MAE) of 5.28°, and R2 of 0.89. However, 
further research is needed to enhance the synergy modeling 
and estimation performance of this method.

To improve modeling performances and obtain more syn-
ergic synergy-based trajectories, an optimal synergy modeling 
method is required for both interlimb and intralimb synergies. 
PCA was first suggested as a synergy modeling method in 2004 
[26] and has since become the most commonly used approach 
[19]. Over the years, various statistical and neural network 
methods have been used to model intralimb and interlimb syn-
ergies, including PCA [21], BLUE [22], LSTM [15], and feed 
forward neural network (FFNN) [27], as detailed in Table 2. 
Among these methods, LSTM has demonstrated superior per-
formance compared to PCA in both intralimb and interlimb 
synergy modeling [1,2]. Although Zou et al. [28] suggested 
that sequence-to-sequence (Seq2Seq) may be more effective 
than LSTM for interlimb synergy modeling, and the diverse 
scales and datasets used in various studies make it challenging 
to quantify and compare the results as these studies have all 
used different datasets. Therefore, no comprehensive compari-
sons have been conducted, and no optimal conclusions have 
been obtained from existing studies regarding the best synergy 
modeling method.

Seq2Seq models perform well in time-series forecasting and 
may be optimal for synergy modeling. Recently, Seq2Seq mod-
els have shown state-of-the-art performances across various 
domains [29], including machine translation [30,31], image 
captioning [32], and motion prediction [33]. The present study 
aims to comprehensively compare modeling methods, includ-
ing Seq2Seq, LSTM, recurrent neural network (RNN), and 
gated recurrent unit (GRU) neural network using the same 
dataset to determine the optimal method for both interlimb 
and intralimb synergy modeling. This study aims to contribute 
to the current understanding of synergy modeling and its 
practical application in obtaining synergic (user-adaptive) 
and effective trajectories for assistive devices, such as exoskel-
etons and prostheses.

Feature selection (FS) is another consideration in synergy 
modeling. In real-world learning problems, data modeling nor-
mally involves numerous features, where only a few may cor-
relate with the target. Thus, FS (finding the suitable variables 
that exhibit good specificity and sensitivity for modeling the 
target) can help reduce data dimensionality, speed up the learn-
ing procedure, and improve modeling quality [34,35]. Synergy 
modeling is a multivariable regression problem that exploits 
the correlations between joint angles and various kinematics 
in the contralateral or ipsilateral leg. Table 2 summarizes 4 stud-
ies [1,25,36,37] in which subsets of variables were selected to 
build different models. However, their FS processes were often 
limited and incomplete. To solve this limitation, we propose a 
comprehensive FS process using techniques such as random 
forest, information gain, and Pearson correlation, aiming to 
identify and select the most relevant features or those that make 
the most contributions to the output (i.e., joint angle). This 
approach ultimately improves modeling performance, reduces 
model complexity and minimizes computational load and time, 
thereby allowing more feasible real-world applications.

The results of this study show that Seq2Seq outperforms 
LSTM, RNN, and GRU in both interlimb and intralimb synergy 
modeling. Further, FS significantly improves Seq2Seq’s modeling 
performance. The FS-Seq2Seq (feature selection–based Seq2Seq) 
yields the best results of synergy modeling. Consequently, a 
2-stage strategy, FS-Seq2Seq, is proposed for gait synergy model-
ing in trajectory generation on assistive devices. Previous syn-
ergy modeling studies have not comprehensively compared the 
modeling methods and neglected the FS processes. This study 
emphasizes the promise of synergy-based trajectory prediction 

Table 1. Differences between interlimb and intralimb synergies and their applications

Interlimb synergy Intralimb synergy

Meaning
Joint coordination relationships among joints in the two 
lower limbs during locomotion

Joint coordination relationships among joints 
within one of the lower limbs during locomotion

Application Exoskeleton Orthosis, prosthesis

Device user Stroke patient (most of whom are hemiplegic) People with knee problems and above-knee 
amputees

Impaired part One of the limbs A part of one limb

Goal
Generate synergic reference trajectories from the motion of 
sound side to provide adaptive guidance to stroke patients, 
encourage participation and help with rehabilitation

Generate synergic reference trajectories in line 
with the wearer’s movements for autonomous 
control
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for assistive devices and provides insights into achieving optimal 
modeling with optimal feature combinations, resulting in syn-
ergic and user-adaptive trajectories that improve human–
machine interactions.

Materials and Methods
The general idea of synergy-based trajectory prediction or gen-
eration for lower limb assistive devices involves building a 
synergy model from the kinematics of a cohort of able-bodied 
subjects. This model is then used to generate suitable reference 
trajectories for the affected parts of the patients using the device 
based on synergy using data from the sound parts of the patients. 
Here, we aim to design a synergy-based trajectory generation 

method for our self-developed assistive devices (Fig. 1), where 
the first step is to design experiments on gait to obtain adequate 
training data.

Gait data acquisition
In the designed gait experiments, a group of 16 healthy male 
subjects of various heights, weights, ages (mean height, 1.73 ± 
0.05 m; mean weight, 64.2 ± 6.7 kg), and no gait-related issues 
were recruited to walk and return on level ground (a 12-m 
walkway). Prior to the experiments, written informed consent 
was obtained from each subject, and the study received ethical 
approval from the institutional review board of Affiliated Haikou 
Hospital of Xiangya Medical College, Central South University 
(register number: SC2022-0088). During the experiments, the 

Table 2. Synergy modeling methods in extant studies

Synergy Sensor Input Method FS

Vallery 2006 [21] Interlimb Vicon mocap system Hip and knee angle of the 
ipsilateral leg

PCA /

Vallery 2008 [22] Interlimb Potentiometers Hip and knee angle of the 
ipsilateral leg

BLUE /

Vallery 2011 [23] Interlimb Goniometer and 
gyroscopes

Hip and knee angle and 
angular velocities of the 

ipsilateral leg

BLUE /

Hassan 2014 [24] Interlimb IMUs Joint angles and angular 
velocities of upper and lower 

limbs

PCA /

Chereshnev 2018 [58] Interlimb Accelerometers and 
gyroscopes

Thigh angles and angular 
velocities of 2 legs

RNN /

Liang 2018 [15] Interlimb IMUs Joint angles and angular 
velocities of the ipsilateral leg

LSTM /

Liu 2016 [60] Interlimb and 
intralimb

Encoder Hip and ankle angles of 2 legs LSTM /

Lim 2019 [27] Interlimb and 
intralimb

IMU Accelerations, velocities, and 
displacements at sacrum

FFNN /

Bennett 2013 [36] Intralimb IMUs Shank and thigh accelerations 
and angular velocities of the 

ipsilateral leg

ANN Not thorough

Zhang 2010 [62] Intralimb Accelerometers Thigh accelerations Gaussian particle 
filter

/

Eslamy 2018 [25] Intralimb Qualisys mocap 
system

Shank angle and angular 
velocities of the ipsilateral leg

Gaussian process 
regression

Not thorough

Eslamy 2020 [37] Intralimb IMUs Thigh angles and angular 
velocities of the ipsilateral leg

Gaussian process 
regression

Not thorough

Zou 2021 [28] Interlimb IMUs Hip & knee angle of the 
ipsilateral leg

Seq2Seq /

Liang 2021 [1] Intralimb IMU Thigh accelerations and 
angular velocities of the 

ipsilateral leg

LSTM Not thorough

Quintero 2018 [61] Intralimb IMU Thigh angular position Discrete Fourier 
transform

/

Rai 2019 [59] Interlimb and 
intralimb

IMUs Hip and ankle angles of 2 legs LSTM /
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subjects were allowed to walk at their own comfortable speeds 
without speech interference. Each subject performed 5 trials 
with sufficient rest between the trials.

To capture the subjects’ kinematics during walking, a wear-
able motion capture system (Perception Neuron 3.0 Pro, Noitom, 
Beijing, China) was used. This system comprising inertial mea-
surement units (IMUs) can capture various parameters, such 
as accelerations, velocity, angular velocity, position, quaternion, 
and joint angle. The lower-body module of the wearable system 
includes 7 IMUs: one at the back of the hip above the coccyx 
(L3) and 6 distributed over the middle of the shank, thigh, and 
foot of both legs, as shown in Fig. 2. To secure the IMU sensors, 
tight straps with velcros were used. It should be emphasized 
that only the IMUs over the thighs were parallel to the sagittal 
plane, whereas the other IMUs were positioned forward as per 
the manual. The output followed the BioVision Hierarchical 
format, a standard format for motion capture data. The coor-
dinate system was defined as right-handed, as shown in Fig. 2. 
The forward direction of the subject is defined as the z axis, 
world up direction as the y axis, and direction perpendicular 
to both the y axis and z axis as the x axis. The system recorded 
data at a sampling frequency of 60 Hz, and calibrations were 
performed before each trial as per the procedures outlined in 
the manual. This ensured accurate and reliable measurements 
of the subjects’ kinematics during the gait experiments.

During the gait experiments, the kinematics of the com-
plete gait cycles of all trials of the 16 subjects were recorded, 
excluding the first and last 2 steps. A gait cycle is initiated with 
the heel strike of the right foot and ends with the subsequent 
heel strike of the right foot. In total, around 1,300 gait cycles 

were recorded from the 16 subjects, forming a substantial 
dataset for further analyses and modeling. Before proceeding 
with the synergy modeling, a standardization step was con-
ducted on the obtained data based on the mean (σ) and SD 
(μ) as follows:

Feature selection
Various methods have been proposed for FS, including the 
random forest algorithm [38,39], Pearson correlation (or 
heatmap) [40,41], and information gain [42,43]. It is worth 
noting that there is no universally optimal FS method that 
may be applied to all datasets or problems [44]. The choice 
of method depends on the specific dataset and modeling 
objectives. Here, we used 3 commonly used methods, namely, 
random forest, Pearson correlation, and information gain to 
conduct systematic experiments to identify the most suitable 
features or inputs for synergy modeling. The advisable fea-
tures and the optimal number of features may vary depending 
on the specific modeling method chosen. Therefore, it is nec-
essary to explore and experiment with different FS methods 
to determine the most appropriate features for a given model-
ing scenario.

Random forest algorithm
Random forest is one of the important methods used for FS 
[45,46]. The formulas (Eqs. 2 to 6) describe the calculations in 
the random forest algorithm for FS:

(1)zi =
xi − �

�

Fig. 2. The wearable motion capture system and measured acceleration, angular velocity, and knee angle.
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where GIm represents the Gini index of node m, K denotes the 
number of classes, and pmk is the weight of k within node m. 
The variable importance measures (VIMs) represent the scores 
indicating the importance of each of features; specifically, the 
importance of feature Xj in the ith tree is denoted as VIM(Gini)

ij
. 

Assuming that there are n trees in the random forest, the impor-
tance of Xj is VIM(Gini)

ij
. In addition, by normalizing all the 

obtained importance scores, VIMj is derived. Consequently, the 
Gini importance, VIMj, can effectively quantify the importance 
of each feature in the random forest.

Pearson correlation
The Pearson correlation (PC) is a statistical measure of linear 
correlation between 2 sets of data, where a value close to 1 or 
−1 indicates a stronger correlation. FS can be performed by 
evaluating the PCs between the input features and a target vari-
able. Given 2 variables X1 and X2, the PC is calculated is as 
follows:

Information gain
The information gain measures the amount of information that 
each feature provides regarding the outcome [47,48] and is 
defined as

where the prior entropy Ent(U) represents the level of uncer-
tainty before transmitting information U, whereas the posterior 
entropy Ent(U| V) represents the average uncertainty remaining 
after receiving information V. During the FS process, the target 
variable (output) is considered as information U, and the fea-
ture variable is information V. Different information gains are 
calculated by incorporating different information V. A higher 
information gain indicates that the variable has a stronger abil-
ity to reduce uncertainty. Thus, features can be sorted and 
selected on the basis of their respective information gains.

Synergy modeling
In the modeling experiments, 4 different neural networks were 
used: LSTM, Seq2Seq, RNN, and GRU. These were used to 
model both interlimb and intralimb synergies based on the 
kinematic data. Here, interlimb synergy refers to the mapping 
from the kinematics of the right lower limb (including accelera-
tions, velocities, angular velocities, positions of the right shank 
and thigh, and the right hip and knee angles) to the hip angles 
of the left side; this means that using the information from the 
right side, the model can predict the corresponding hip angles 
of the left side. Correspondingly, intralimb synergy is defined 
as the mapping from the accelerations, velocities, angular veloci-
ties, and positions of the left thigh to left knee angles; in other 
words, the model uses the information of the left thigh to pre-
dict the ipsilateral knee angles.

To assess the universality of the synergy models, the gait 
data of all 16 subjects were utilized for intersubject experi-
ments. The leave-one-out cross-validation method was used 
in this process, which involves selecting one subject’s gait data 
for testing and using the remaining 15 subjects’ data for train-
ing. For each testing iteration, the joint angles of the selected 
subject were estimated on the basis of the synergy models 
derived from the training data. The resulting hip trajectory 
was then compared with the actual measured trajectory. This 
process was repeated 16 times by utilizing each subject’s data 
as the test data once.

The number of epochs in each neural network training ses-
sion was set to 10 to guarantee fair comparison. Furthermore, 
4 different scales (RMSE, Pearson correlation, R2, and MAE) 
were used to quantify and compare the model performances. 
The mean results were calculated by averaging the values of the 
4 metrics obtained from the 16 experimental runs.

Seq2Seq
Seq2Seq is an encoder–decoder network designed for handling 
sequences with variable-length inputs and outputs [49]. Seq2Seq 
is usually combined with LSTM; however, the performance of 
Seq2Seq degrades as the input sequence length increases. To 
address this limitation, an attention mechanism was incorpo-
rated in the network. In a previous study by Zou et al. [28], 
Seq2Seq was used with an attention mechanism to model inter-
limb synergy, where LSTM served as the basic neural unit for 
both the encoder and decoder. Qin et al. [50] introduced the 
dual-stage attention-based RNN, which demonstrated improved 
efficacy as a Seq2Seq encoder–decoder network by incorporat-
ing attention mechanisms into both the encoder and decoder 
stages. In the present study, we aim to enhance synergy modeling 
using dual-stage attention-based RNN, with the encoder and 
decoder models based on LSTM (similar to 2.2.2). Equations 9 
to 16 represent the algorithm for the attention mechanism:

(2)GIm =

|K|∑

k=1

∑

k�≠k

pmkpmk� = 1 −

|K|∑

k=1

p2
mk

(3)VIM
(Gini)
jm

= GIm − GIl − GIr

(4)VIM
(Gini)
ij

=
∑

m∈M

VIM
(Gini)
jm

(5)VIM
(Gini)
j

=
∑n

i=1
VIM

(Gini)
ij

(6)VIMj =
VIMj

∑c
i=1 VIMi

(7)

�x1x2
=

Cov
(
X1,X2

)

�X1
�X2

=
EX1X2−EX1 ∗X2√

E
(
X2
1

)
−E2

(
X1

)√
E
(
X2
2

)
−E2

(
X2

)

(8)Gains(U ,V ) = Ent(U) − Ent(U |V )
(9)ekt = vTe tanh

(
We

[
ht−1; st−1

]
+Uexk

(10)�kt =
exp

�
ekt
�

∑n
i=1 exp

�
eit
�

(11)x�t =
(
�1t x

1
t , �

2
t x

2
t , ⋯ , �nt x

n
t

)T

https://doi.org/10.34133/cbsystems.0122


Liang et al. 2024 | https://doi.org/10.34133/cbsystems.0122 7

where ve, We, and Ue denote the parameters to be learned and �kt  
is the attention weight; Eqs. 9 to 11 establish the attention mecha-
nism of the encoder, and Eqs. 13 to 16 represent the attention 
mechanism of the decoder. During the encoding process, the 
input is denoted as x, and the output is x′. Unlike LSTM, the 
hidden state of the encoder ht is obtained by applying x′ and ht−1 
as inputs to the LSTM unit f1 in Eq. 12. The attention weight of 
the encoder’s hidden state is then updated on the basis of the 
decoder’s hidden state dt−1 and LSTM state s�

t−1
 using Eq. 13. In 

Eqs. 13 to 16, Vd, Wd, and Ud are parameters to be learned. Finally, 
the combined target series y�

t−1
 is obtained as shown in Eq. 16.

Figure 3 shows the flowchart of FS-Seq2Seq, as a 2-stage 
strategy. In the FS stage, 3 FS methods are used to choose the 
input motion data. The second stage involves a Seq2Seq model, 
which comprises 2 phases. During the first phase, the attention 
mechanism is utilized to adaptively extract relevant features at 
each moment, serving as the input for the encoder. During the 
second phase, another attention mechanism is used to select the 
related encoder hidden states. The FS-Seq2Seq model requires 
the determination of 3 parameters: window size T, size of the 
hidden states P for the encoder, and size of the hidden states Q 
for the decoder. The window size T is set to 20. Usually, the sizes 
of the hidden units for the encoder and decoder are set the same 
for simplicity; here, we set P = Q = 128. Regarding the training 
parameters, we specify the number of training epochs as 10, and 
the learning rate is set to 0.001. It is worth noting that the param-
eters set for models with or without FS, such as FS-Seq2Seq and 
Seq2Seq, are the same. For the RNN, LSTM, and GRU models, 
it is necessary to specify the sizes of the hidden units E. Similar 
to the encoder/decoder in FS-Seq2Seq, we set E = P = Q = 128 
to ensure the same complexity of the hidden layer. In addition, 
to ensure fair comparison conditions, the number of epochs and 
learning rates of these 3 models are set identical to those of the 
FS-Seq2Seq model.

RNN
RNNs are a type of neural network commonly used in natural 
language processing. They have hidden layers that allow earlier 
outputs to be used as inputs, enabling the modeling of sequen-
tial data effectively. Traditional RNNs have a simple internal 
structure and low computational requirements. The RNN is 
defined in Eqs. 17 and 18:

(12)ht = f1
(
ht−1, x

�
t

)

(13)� it = vT
d
tanh

(
Wd

[
dt−1; s

�
t−1

]
+Udhi

)
, 1≤ i≤T

(14)wi
t =

exp
�
� it

�

∑T
j=1 exp

�
�
j
t

�

(15)ct =
∑T

i=1
wi
thi

(16)y�t−1w�
T
[
yt−1; ct−1

]
+ b�

(17)ot = g
(
Vst + b2

)

Fig. 3. FS-Seq2Seq flow chart. (A) Feature selection. (B) Input attention mechanism. (C) Temporal attention mechanism.
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LSTM
LSTM was first introduced in 1997 [51], as a modified version 
of RNN that exceled at learning and retaining past information. 
It has now become a popular tool for various tasks involving 
time-series information, such as classifying, processing, and 
estimating [52,53]. An LSTM unit normally includes 3 gates: 
input, output, and forget gates. These gates control the flow of 
information within the LSTM unit. Equations 19 to 23 illustrate 
the basic equations of the LSTM.

The input and output gates denoted by i(t) and o(t), respectively, 
determine which values are to be stored in or outputted from 
the memory. The forget gate f(t) decides the values that be 
removed from the memory block. The sigmoid function (σ) is 
often used to compute the gating values. After each training ses-
sion, the connection weights and bias parameters W1, W2, and 
b are updated using a process called backpropagation; this pro-
cess involves calculating the gradients of the loss function with 
respect to the parameters and using an optimization algorithm 
(e.g., gradient descent) to update the parameters accordingly.

GRU
GRU is another type of RNN applied in diverse areas such as 
stock prediction [54], gait recognition [55], and gait prediction 
[56]. Similar to LSTM, GRU was designed to solve the problem 
of long-term dependencies, but it is computationally simpler 
than LSTM [57]. The GRU cell is governed by 2 gates: a reset 
gate rt and an update gate zt. Equations 24 to 27 illustrate the 
algorithm of GRU:

where the 2 gate states (rt,zt) are updated on the basis of the 
input of the current node xt and hidden state ht−1. Then, the 
reset gate rt is used to reset the data, which are concatenated 
with input xt and scaled using an activation function tanh to 

scale the data to the range of (−1, 1). Thus, h′t is obtained, and, 
ultimately, ht is computed using Eq. 27.

Results

FS results
As introduced above, 3 methods were used for FS in both inter-
limb and intralimb synergy modeling. In intralimb model-
ing, suitable input features need to be selected from a pool 
of 12 features [including accelerations (a), velocities (V), 
positions (x), and angular velocities (ω) of the thigh in the 3 
directions). To comprehensively analyze and compare the FS 
results obtained from the random forest algorithm, Pearson 
correlation (heatmap), and information gain, the results of 
these 3 methods for intralimb synergy modeling are visualized 
in one figure (Fig. 4). Only the top 5 features (threshold: ran-
dom forest importance > 0.01, Pearson correlation > 0.25, and 
information gain > 0.5) with the highest importance or correla-
tions or information gain are displayed. To maintain the range 
of 0 to 1, the Pearson correlation values presented here are abso-
lute values.

According to FS results in Fig. 4, the random forest algo-
rithm suggests that ωupx, the angular velocities in the sagittal 
plane (perpendicular to the x direction) at the right thigh make 
the largest contributions to the output θLKnee. In addition, the 
Pearson correlation suggests that ωupx has the strongest correla-
tion with the output. Last, the information gain analysis dem-
onstrates that ωupx can greatly maximize the information gain. 
Thus, ωupx is suggested by all 3 methods. It is worth noting that 
the random forest and information gain methods select the same 
top 3 features (ωupx, ωupy, and ωupz). In comparison, Vupz and 
aupz are not among the top 5 features selected by random forest 
but are within the top 5 according to the Pearson correlation 
and information gain methods.

To determine the optimal combinations of features, exper-
iments were conducted using different combinations of the 
selected features (n = 1 to 5) suggested by the 3 methods 
(Table 3). The experiments included sessions with one to 5 
selected features, as well as a session with all 12 features. Thus, 
a total of 13 sessions were conducted to explore different 
feature combinations for intralimb synergy modeling. The 
results indicate that both Seq2Seq and RNN models per-
formed the best in terms of error and fitness with the input 
features ωupxωupyωupzVupyxupy, which are the top 5 features 
selected by random forest. However, the LSTM and GRU 
models using the features obtained by FS are not good for 
modeling with all 12 features.

For interlimb synergy modeling, we need to select suitable 
inputs from a pool of 26 features [accelerations (a), velocities 
(V), positions (x), and angular velocities (ω) of the right shank 
and thigh in 3 directions of 2 limbs, with right hip and knee 
angles of the contralateral limb). Figure 5 presents the FS results 
using the random forest algorithm, Pearson correlation, and 
information gain. Only the top 7 features (threshold: random 
forest importance > 0.006, Pearson correlation > 0.25, and infor-
mation gain > 0.5845) with the highest importance or correla-
tions or information gain are displayed. It is worth noting that 
4 of the top 7 features selected by both the random forest and 
information gain methods are the same. Similarly, to determine 
the optimal combinations of features, experiments based on 
the selected features (n = 1 to 7) suggested by the 3 methods 
were conducted (Table 4). A total of 18 sessions, including 

(18)st = f
(
Uxt +Wst−1 + b1

)

(19)f (t) = �

(
W

f

1
x(t) +W

f

2
h(t−1)bf

)

(20)s(t) = g (t) ⊙ i(t) + s(t−1) ⊙ f (t)

(21)i(t) = �
(
Wi

1x
(t) +Wi

2h
(t−1)bi

)

(22)o(t) = �
(
Wo

1x
(t) +Wo

2h
(t−1)bo

)

(23)h(t) = tanh
(
s(t)

)
⊙ o(t)

(24)rt = �
(
Wr

[
ht−1; xt

])

(25)zt = �
(
Wz

[
ht−1; xt

])

(26)h�t = tanh
(
W

[
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])

(27)ht =
(
1 − zt

)
∗ ht−1 + zt ∗ h�t
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expe riments with all 26 features, were performed to explore dif-
ferent combinations of the features for interlimb synergy model-
ing. The results indicate that the LSTM and RNN models 
perform the best with 6 features (θHipθKneeazaupzωxxupy), while the 
Seq2Seq and GRU models perform the best with 7 features each 
(θHipazaupzωxωyωupyxy and θHipazωxVzVupyVupzxupy, respectively).

FS methods
Among the 3 FS methods used, information gain was deemed 
unnecessary for the synergy modeling problem, while random 
forest and Pearson correlation were proved to be valuable. For 
intralimb synergy modeling, the Seq2Seq and RNN models 
exhibited the lowest error and best fitness values with the input 

Fig. 4. FS results of the random forest, Pearson correlation, and information gain methods for intralimb synergy modeling. ωupx is top suggested by all 3 methods. The Seq2Seq 
and RNN models exhibited the lowest error and best fitness values with the top 5 features suggested by the random forest algorithm.

Table 3. Average experimental results of different combinations of the features selected for intralimb synergy modeling

Seq2Seq LSTM RNN GRU

Features RMSE MAE R2 RMSE MAE R2 RMSE MAE R2 RMSE MAE R2

ωupx 0.958 0.684 0.998 1.938 1.445 0.990 2.017 1.544 0.989 1.944 1.440 0.990

ωupxxupy 0.909 0.637 0.998 1.744 1.330 0.992 1.888 1.458 0.991 1.802 1.335 0.992

ωupxvupz 0.918 0.635 0.998 1.874 1.385 0.991 1.896 1.410 0.990 1.892 1.434 0.991

ωupxaupz 0.947 0.666 0.998 1.620 1.204 0.993 1.969 1.474 0.989 1.676 1.236 0.992

ωupxxupyvupy 0.900 0.641 0.998 1.625 1.201 0.994 1.828 1.474 0.993 1.584 1.184 0.994

ωupxvupzxupy 0.911 0.631 0.998 1.763 1.329 0.992 1.890 1.437 0.991 1.748 1.353 0.992

ωupxaupzωupy 0.913 0.644 0.998 1.571 1.153 0.993 1.942 1.435 0.990 1.667 1.254 0.993

ωupxxupyvupyωupy 0.899 0.633 0.998 1.564 1.173 0.994 1.708 1.340 0.993 1.590 1.167 0.994

ωupxvupzxupyaupz 0.905 0.626 0.998 1.604 1.174 0.994 1.848 1.387 0.991 1.658 1.203 0.993

ωupxaupzωupyωupz 0.922 0.648 0.998 1.539 1.162 0.994 1.793 1.329 0.992 1.593 1.218 0.993

ωupxxupyvupyωupyωupz 0.859 0.596 0.998 1.452 1.093 0.995 1.520 1.189 0.994 1.523 1.184 0.995

ωupxvupzxupyaupzvupx 0.901 0.633 0.998 1.570 1.171 0.994 1.918 1.482 0.991 1.575 1.220 0.994

ωupxaupzωupyωupzvupz 0.877 0.614 0.998 1.627 1.219 0.994 1.823 1.376 0.992 1.642 1.258 0.993

All 0.902 0.631 0.998 1.333 1.015 0.996 1.763 1.411 0.994 1.416 1.100 0.996

All features are from the thigh; thus, the “leg” in the “upper leg” (thigh) is omitted in intralimb synergy modeling for convenience. The x, y, and z in the 
subscript stand for the direction. For example, ɷupx stands for the angular velocity of the thigh in x direction. The best result of each model is shown in bold.
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ωupxωupyωupzVupyxupy. These were the top 5 features suggested 
by the random forest algorithm (Fig. 4). For interlimb synergy 
modeling, the best combination of features (θHipazaupzωxωyωupyxy) 
for the Seq2Seq model is the top 7 features suggested by Pearson 
correlation (Fig. 5), while the optimal combination of features 
(θHipazωxVzVupyVupzxupy) for the GRU model is the top 7 features 
selected by the random forest algorithm. Thus, these observa-
tions indicate that information gain may not contribute to FS 
in synergy modeling problems.

FS-Seq2Seq yields the best results for  
synergy modeling
The experimental results of the optimal combination of features 
for each of the modeling methods were compared with the results 
obtained using all features in the intralimb and interlimb synergy 
modeling experiments, respectively. Figures 6 and 7 demonstrate 
the improvements in the synergy modeling performance of the 
Seq2Seq model due to FS, and these improvements are significant 
according to a paired t test analysis (P < 0.05).

According to Table 5, Seq2Seq outperforms LSTM, RNN, 
and GRU in both interlimb and intralimb synergy modeling. 
Moreover, the proposed FS-Seq2Seq yields the best results. 
For intralimb synergy modeling, FS-Seq2Seq produced RMSE 
(0.859°), MAE (0.596°), and R2 (0.998) values: For interlimb 
synergy modeling, FS-Seq2Seq produced the RMSE (0.540°), 
MAE (0.404°), and R2 (0.999). In addition, we used a paired t 
test to compare the modeling errors obtained from FS-Seq2Seq 
with those of the other 3 models. The statistical analyses revealed 
significant differences between FS-Seq2Seq and the other 3 
models. The results highlight the efficacy of the FS-Seq2Seq in 
both intralimb and interlimb synergy modeling tasks.

Comparisons with existing studies
Table 6 summarizes the comparison between our results and 
those from prior studies (9 studies as also included in Table 

2). In this study, FS-Seq2Seq yielded the highest performance 
for interlimb synergy modeling, achieving an RMSE of 0.540°, 
an MAE of 0.404°, and R2 of 0.999. These results surpass those 
reported for RNN [58], FFNN [27], and our previous work 
from 2018 [15]. Furthermore, the interlimb synergy LSTM 
model demonstrates improvement over our previous work 
[15]. This improvement can be attributed to the utilization of 
a larger sample size (n = 16) and additional FS for identifying 
the optimal combination of features as inputs. In 2021, Zou 
et al. [28] proposed a Seq2Seq interlimb model and reported 
an MAE of 0.50° after training for 500 epochs, reporting supe-
rior performance using LSTM. Here, we arrive at the same 
conclusion that Seq2Seq outperforms LSTM for interlimb 
synergy modeling. The experimental results of our FS-Seq2Seq 
model show lower MAE than that reported by Zou et al., 
which can be attributed to 3 reasons. First, it should be noted 
that FS was not performed in the study of Zou et al. [28]. 
Second, the use of 500 epochs as in the experiment of Zou 
et al. [28] could lead to overfitting issues and high computa-
tional demands. To address these issues, we chose to set the 
number of epochs to 10 in our experiment; otherwise, it is 
difficult to update the parameters online in the embedded 
computers. Last, the experiment of Zou et al. was based on 
data from only 3 subjects, whereas our database comprises a 
larger cohort. Therefore, we strongly advocate for FS-Seq2Seq, 
as a 2-stage approach to interlimb synergy modeling for gen-
erating trajectories in lower limb assistive devices. It is impor-
tant to emphasize that FS plays a crucial role in mitigating 
model complexity and enhancing performance.

In terms of intralimb synergy modeling, our FS-Seq2Seq 
model yielded an RMSE of 0.859°, an MAE of 0.596°, and R2 
of 0.998, while the optimal LSTM model achieved an RMSE of 
1.333°, an MAE of 1.015°, and R2 of 0.996. These results further 
demonstrate Seq2Seq’s superior performance over LSTM. In 
addition, it should be noted that the results outperform those 
obtained using RNN, GRU, artificial neural network (ANN) 

Fig. 5. FS results of the 3 methods for interlimb synergy modeling. Four of the top 7 features selected by both the random forest and information gain methods are the same.
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[36], Gaussian process regression [37], LSTM by Rai et al. [59], 
and our previous work from 2021 [1]. It is important to acknowl-
edge that FS was not comprehensively conducted in our previous 
work: consequently, FS-Seq2Seq is recommended for intralimb 
synergy modeling for trajectory generation in lower limb assis-
tive devices.

Conclusion
The concept of synergy holds great promise in trajectory predic-
tion for assistive devices. On the one hand, trajectory prediction 

based on interlimb synergy has been proposed for rehabilita-
tive exoskeletons to generate synergic reference trajectories for 
different patients with stroke to provide adaptive guidance, 
encourage participation, and help with rehabilitation. On the 
other hand, trajectory prediction based on intralimb synergy 
has been proposed for partial limb exoskeletons and above-
knee prostheses to generate synergic reference trajectories in 
line with the wearer’s movements for autonomous control. 
However, no comprehensive comparisons have been con-
ducted, and no optimal conclusions have been obtained from 
existing studies regarding the best synergy modeling method. 

Fig. 6. Partial experimental results of features with (green line) and without (blue line) FS in Seq2Seq’s intralimb synergy modeling.

Fig. 7. Partial experimental results of features with (green line) and without (blue line) FS in Seq2Seq’s interlimb synergy modeling.
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Further, FS processes in the existing studies were often limited 
and incomplete.

The present study aimed to identify the optimal modeling 
method and feature combinations for modeling interlimb and 
intralimb synergies with the goal of generating desirable tra-
jectories for control of lower limb assistive devices. Accordingly, 
a model was trained using gait data from 16 able-bodied subjects. 
The training process used the leave-one-out cross-validation 
approach, whereby gait data of one randomly selected subject 
were set as the test data and those of the remaining 15 sub-
jects were used for training. The selected subject’s joint angles 
were estimated on the basis of the synergies modeled from 
the training data (remaining 15 subjects’ data). The results dem-
onstrated that the Seq2Seq model outperformed GRU, RNN, 
and LSTM for both intralimb and interlimb synergy model-
ing. In terms of interlimb synergy modeling, Seq2Seq’s best 
model was better than RNN [58], FFNN [27], and LSTM mod-
els without FS [15] used in prior studies. We obtained the same 
conclusion as the study of Zou et al. [28] that Seq2Seq outper-
forms LSTM in interlimb synergy modeling. For intralimb 
synergy modeling, Seq2Seq showed better performance than 
ANN [36], Gaussian process regression [37], and LSTM with-
out FS [1]. On the basis of these results, Seq2Seq models are 

recommended for both interlimb and intralimb synergy mod-
eling. The utilization of Seq2Seq models offers advantages over 
other methods in terms of performance and accuracy. Further, 
considering the range of motion of the knee joints, the MAEs 
of 0.404° and 0.596° respectively obtained for the best interlimb 
and intralimb synergy model (FS-Seq2Seq) show the promise 
of applying synergy-based trajectory generation to assistive 
devices in practice.

Importantly, FS plays a crucial role in improving model per-
formance. Note that there is no universal FS method that can 
be applied to all problems or datasets [44]. Different FS meth-
ods fit different specific problems. In this study, 3 state-of-the-
art and commonly used methods (Pearson correlation, random 
forest, and information gain) were used for systematic FS for 
both interlimb and intralimb synergy modeling. Moreover, for 
our specific problem, identifying the appropriate number of 
features to terminate the FS procedure is challenging since the 
optimal stopping criteria are unknown. Thus, we performed 
experiments with different combinations of the selected fea-
tures suggested by the 3 methods, including using all the fea-
tures. Our findings suggest that random forest and Pearson 
correlation are valuable for FS in this study. First, in intralimb 
synergy modeling, Seq2Seq and RNN had the best fitness with 

Table 5. Results of different methods for intralimb and interlimb synergy modeling (the FS-Seq2Seq yields the best result)

Intralimb synergy modeling Interlimb synergy modeling

Methods RMSE MAE R2 RMSE MAE R2

Seg2Seq 0.902 0.631 0.998 0.546 0.419 0.999

FS-Seq2Seq 0.859 0.596 0.998 0.540 0.404 0.999

LSTM 1.333 1.015 0.996 0.787 0.660 0.998

FS-LSTM 1.452 1.093 0.995 0.645 0.524 0.998

RNN 1.763 1.411 0.994 1.096 0.923 0.996

FS-RNN 1.520 1.189 0.994 0.870 0.712 0.997

GRU 1.416 1.100 0.996 0.932 0.800 0.998

FS-GRU 1.523 1.184 0.995 0.684 0.544 0.998

Table 6. Comparison of different synergy modeling methods from different studies

Synergy Methods FS RMSE(°) MAE(°) R2

Chereshnev 2018 [58] Interlimb RNN 4.99

Liang 2018 [15] Interlimb LSTM 2.23

Liu 2016 [60] Interlimb and intralimb LSTM ~1.5

Lim 2019 [27] Interlimb and intralimb FFNN 0.90

Zou 2021 [28] Interlimb Seq2Seq 0.50

This work Interlimb Seq2Seq Comprehensive 0.540 0.404 0.999
Bennett 2013 [36] Intralimb ANN Not thorough 3.90 0.97

Eslamy 2020 [37] Intralimb Gaussian process regression Not thorough 6.30 5.10 0.89

Liang 2021 [1] Intralimb LSTM 3.89 0.94

Rai 2019 [59] Interlimb and intralimb LSTM ~7

This work Intralimb Seq2Seq Comprehensive 0.859 0.596 0.998
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the features (ωupxωupyωupzVupyxupy) selected by random forest. 
This means that the angular velocities in the 3 directions as well 
as positions and velocities in the y direction (upward) of the 
thigh contribute most to knee angle estimation based on intra-
limb synergy. Second, in interlimb synergy modeling, the best 
Seq2Seq model is achieved with the features (θHipazaupzωxωyωupyxy) 
suggested by Pearson correlation. However, we observed that 
information gain did not contribute to the FS process. Our 
results further emphasize the importance of conducting sys-
tematic FS before synergy modeling in future studies.

Overall, FS-Seq2Seq as a 2-stage strategy offers advantages 
over other approaches in terms of performance and accuracy 
for modeling interlimb and intralimb synergies. This study 
emphasizes the promise of synergy-based trajectory prediction 
for assistive devices to achieve synergic and user-adaptive tra-
jectories that improve human–machine interactions. Future 
research efforts should hence continue to explore and refine 
these techniques to further improve assistive device control.
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