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Abstract

When people discuss something that they can both see, their attention becomes increas-

ingly coupled. Previous studies have found that this coupling is temporally asymmetric (e.g.,

one person leads and one follows) when dyads are assigned conversational roles (e.g.,

speaker and listener). And while such studies have focused on the coupling of gaze, there is

also evidence that people use their hands to coordinate attention. The present study uses a

visual task to expand on this past work in two respects. First, rather than assigning conver-

sational roles, participants’ background knowledge was manipulated (e.g., expert and nov-

ice) to elicit differential roles inherent to the conversation. Second, participants were

permitted to gesture freely while interacting. Cross Recurrence Quantification Analysis with

data from mobile eye trackers and manually coded pointing gestures revealed that although

more knowledgeable participants dominated the dialogue by talking and pointing more, the

symmetry of coupled behaviors (gaze and pointing) between participants remained fixed.

Asymmetric attentional coupling emerged, although this was dependent on conversational

turn taking. Specifically, regardless of background knowledge, the currently speaking partic-

ipant led attention, both with the eyes and with the hands. These findings suggest stable,

turn-dependent interpersonal coupling dynamics, and highlight the role of pointing gestures

and conversational turn-taking in multimodal attention coordination.

1. Introduction

As social beings, humans are able to coordinate their attention and actions remarkably well

among one another to achieve common goals [1]. In natural dialogue, such coordination is

most often achieved through the simultaneous use of several different communicative chan-

nels such as gestures [2–4], eye gaze, and conversational turn taking [5–7]. During social inter-

actions, people regularly and mutually influence each other within and across channels. The

result is that people’s communicative behaviors, as well as their attention, become coupled

over time and exhibit properties of a self-organized, complex dynamical system [8]. In this

paper, we use the term ‘coupling’ to broadly refer to the phenomenon of two (or more)
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behaviors dynamically and reciprocally influencing one another (but see [9] on the ambiguity

of definitions in related concepts).

Interpersonal coordination through coupled behaviors paves the way for efficient commu-

nication. Within a set of behavioral states that a joint system between co-actors can assume

over time, coupling behaviors leads to a reduction in the behavioral system’s overall degrees of

freedom, making interlocutors’ predictions about each other easier [10, 11]. The resulting

coordinative structure between individuals therefore eases the burden on each individual cog-

nitive system and embodies the goals of their now joint action system [12]. As long as commu-

nication is interactive [13], this essentially allows people to self-organize [14] and

synergistically perceive, act and think together as an efficient unit rather than as a set of indi-

vidual, connected parts [8, 15].

The coupling of lexical, prosodic and speech/pause patterns in dialogue, for instance, pre-

dicts collective task performance [16]. In turn, when task constraints get more difficult, the

coupling of some matched behaviors among interlocutors, such as emotional display, gestures

and postural movement has been shown to increase, adding to the notion that behavioral cou-

pling offers an adaptive capability for interacting minds [11, 15].

The above also appears true for the coupling of visual attention. When working on a joint

task on a shared screen for instance, co-actors show higher gaze coupling with each successive

round of the task they complete, which goes hand in hand with their performance in each

round [17]. Similarly, when two interlocutors are given the same visual context on a shared

screen while one of them is monologuing and the other one is listening, a subsequent compre-

hension test for the listeners shows that higher-scoring listeners’ eye movements are also more

highly coupled to the speakers’ eye movements [18]. In turn, gaze coupling among participants

engaged in dialogue proves to be stronger when interlocutors received matching compared to

mismatched background knowledge prior to the conversation [19]. This underlines that atten-

tional coupling reflects the alignment of two minds.

1.1 Asymmetries in behavioral coupling

An instance of symmetric coupling occurs when two peoples’ gaze towards something coin-

cides without one co-actor leading the other. During dialogue for example, when two individu-

als are being shown the same visual context to talk about, their gaze is coupled most strongly at

lag 0, indicating that most of the time conversing interlocutors look at the same thing at the

same time [19].

In contrast, asymmetric coupling suggests a directionality in attentional coupling, with one

leading and the other following in time [20]. Prior research has typically observed asymmetric

coupling, with participants being assigned specific roles [e.g., 15, 17]. For instance, Richardson

and Dale [18] found that listeners were most strongly coupled to the gaze of speakers by a lag

of about 2 seconds. While the practice of assigning conversational roles can lead to well con-

trolled and observable asymmetric conversational dynamics, the ecological validity of the

approach may suffer from the fact that each co-actor is constrained by the respective affor-

dances of their assigned role. This begs the question to what extent asymmetric attentional

dynamics occur in natural conversation where asymmetry is not an inherent part of the task

itself but tied to differences that each individual brings to the task.

1.2 Multimodal attentional coupling: Gaze and deictic gestures

While gaze behavior marks the current focus of an individual’s overt visual attention and sig-

nals it to others [21], deictic gestures (i.e., pointing) convey a more intentional and clear direc-

tional reference. Such gestures are used by human infants as young as 12 months [22] and
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though they are not observed for non-human primates in the wild [23] they have been reported

for non-human primates who have been raised with humans and taught sign language [e.g.,

24]. This suggests deictic gestures to be a key feature of human language development. Often

occurring closely in time with a pointer’s gaze, these gestures disambiguate the current verbal

and visual focus of attention by guiding the eyes of others [3, 4, 25–27]. They thus provide an

efficient resource to structure interaction in time and space, as they signal to another individual

both when and where to look during ongoing conversation [28]. The coupling dynamics of ges-

tures and gaze is therefore suggestive of the coordinated stability of attention between individu-

als. Indeed, the notion that “hand-gaze” coordination (rather than “gaze-gaze” coordination)

may serve as an alternate route to navigating joint attention underpins recent experimental

studies. One such study found that people who observe and try to copy actions of a videotaped

demonstrator solving a manual puzzle task were better at doing so when their attention was

coupled with the hand actions of the demonstrator [29]. Another study showed that people do

not always look at the object that they are about to point at, and that this incongruency hampers

the ability of others to follow the pointing gesture with their attention [25]. Notably, these two

studies used unidirectional (non-interactive) and trial-based designs.

To our knowledge, only two studies have investigated “hand-gaze” coordination as a possi-

ble alternative pathway to attentional coupling during ongoing interaction. Yu and Smith [30,

31] investigated infants and their caregivers manually interacting with objects. They found

that during playful manipulation of toys, infants’ and caretakers’ hand- and eye-movements

provided redundant information of attentional focus. This allowed them to coordinate atten-

tion without the need for words or directing gaze towards the other’s face.

1.3 Present study

The aim of the present investigation is to extend research on the symmetry of attentional cou-

pling on two fronts. First by investigating the extent that differences between co-actors’ knowl-

edge—rather than their predefined roles, as often done in previous studies—translates into

asymmetries in attentional coupling. Second, by investigating attentional coupling as a multi-

modal phenomenon comprising gaze behavior, deictic gestures, and conversational turn-tak-

ing in a scenario where participants are physically co-present. To do so, we manipulated the

task-relevant background knowledge of participants who jointly solved a visual sorting-task

while being co-located, wearing mobile eye trackers, and permitted to gesture freely while con-

versing with one another. Crucially, rather than assigning fixed roles on how to act in a task,

the manipulation of a tertiary variable—background knowledge—was used. The effectiveness

of this manipulation has been demonstrated in the past in a non-verbal tapping task, where the

goal was for two co-actors to synchronize their taps to specific targets [32]. With only one co-

actor having knowledge about the correct location of these targets, arm movements between

co-actors became synchronized, asymmetrically, with the taps of the less knowledgeable per-

son lagging behind the more knowledgeable individual.

When it comes to attentional coordination, having matched background knowledge has

been shown to increase symmetric gaze coupling in conversing interlocutors [19]. Hence, we

speculate that having different levels of background knowledge might lead to asymmetric cou-

pling of attention. This would be in line with the notion that recognition of leadership is

bound to the knowledge an individual has in a particular valued domain [33–35]. In social

interactions for example, people with high perceived or objective competence have more

speaking time and are more expressive [36] and receive the greater share of attention [37].

In the current study, we aim to induce differential knowledge by assigning each participant

from a dyad to different trainings before they complete their joint task. One training conveys
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knowledge relevant to the joint task (those participants are being called “trained”), while the

other one conveys trivial knowledge only seemingly relevant to the task (those participants are

being called “untrained”, see S1 Appendix for more information). This leads to four distinct

hypotheses, which we outline below.

First, we hypothesize that trained individuals speak more than untrained individuals

(H1). Second, that trained individuals lead with their gaze in relation to their untrained

counterpart’s gaze, as their differential task-relevant background knowledge might lead to

asymmetric gaze coupling (H2).

Notably, there are two types of conversational roles subjects can be in during their interac-

tion, the role of the trained or the untrained participant (for the whole conversation) and, at

the same time, in the role of the current speaker or the current listener (at each given moment

during the conversation). This introduces another level of analysis for the third hypothesis,

which takes into account the temporal factor of conversational turn taking: As earlier studies

showed symmetric gaze coupling in dialogue [19], yet asymmetric gaze coupling during

monologue, where speakers’ gaze led listeners’ gaze [18], we thus further propose that asym-

metries might be found in dialogues when taking conversational turns into account. More spe-

cifically, we hypothesize that whoever speaks during a certain period of the conversation

leads the dyad’s joint focus of attention during that time more than their listening coun-

terpart (H3). It is worth noting that H2 and H3 can stand independently, i.e., either, both, or

neither can be supported. Finally, as in real world social interactions, deictic gestures are often

expressed in close temporal proximity with one’s own and others congruent gaze [3, 25]; thus

we investigate hand-gaze coupling [30] as a pathway to attentional coordination. We hypothe-

size, in keeping with H1, that trained individuals point more than untrained individuals

(H4).

There are several outstanding unknowns that we also examine. First, how are one’s own

gaze and pointing coordinated? Second, how does pointing as a form of attentional signaling

impact the gaze of the other? A recent study reports that individuals who are pointing at an

object during conversation look at that same object directly before pointing at it roughly 50%

of the time [25]. Also, a study using a trial-based task investigated the intrapersonal timing of

pointing and gaze onsets during unidirectional (not-interactive) direction signaling towards

relevant targets. This revealed that in typically developed adults, the onset of gaze towards an

intended target precedes the onset of a pointing gesture towards that same target on average

by roughly 200 ms [26]. Adding to this, our approach should allow a more fine-grained analy-

sis of the dynamics between gaze and pointing during an ongoing interaction. Finally, there is

the question of what, if any, role training will play in this gaze-pointing relationship. For exam-

ple, is the temporal coupling of gaze and pointing equivalent for trained and untrained indi-

viduals; and is their impact on the other equivalent or different?

2. Method

2.1 Participants

Sixty male, first-year undergraduate psychology students from the University of Innsbruck,

Austria were recruited to participate in the 30-minute training course. We chose to include

only male participants because participant gender has been shown to influence joint decisions

[38] as well as gaze behavior during interactions [39]. 56 of the participants could be matched

into 28 dyads of differential competence, as four of the participants withdrew from further par-

ticipation. Ten dyads had to be discarded for the following three reasons that led to unusable

eye-tracking data. In 6 instances participants self-reported non-normal vision, 3 dyads were

lost due to technical failure with the eye trackers (failed calibration or failed recording), and in
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one instance one participant failed to follow instructions properly. This resulted in data from

18 dyads (36 participants) being used for data analysis, which is similar to studies using com-

parable methodological approaches [19]. The recruitment period for this study was October

7th to October 18th 2019. The study was approved by the ethics board of the University of Inns-

bruck, and students received course credit for participating and provided written informed

consent prior to participation.

2.2 Task

To facilitate cooperative discussion, a ranking task similar to a survival task [40] was used,

where participants are asked to rank a set number of items by their relative importance. The

idea behind this task is that although there exists a theoretical correct order of items, there is

still enough ambiguity to allow discussion. In the task used in this study, participants had to

rank animals by their apparent age, as this required participants to jointly look at items of inter-

est (i.e., pictures of those animals). While it is fairly straightforward to explain, teach and con-

verse about visible age differences of the animals, few to no participants had domain specific

knowledge beforehand. Specifically, participants had to rank 9 pictures of animals arranged in a

3 x 3 matrix, by judging features like color, size, and posture. Each item was labeled with a letter

which participants were asked to jot down on a piece of paper in the order they agreed on.

We tested different types of stimuli and arrangements in pilot tests and chose this task for a

number of reasons: The decision-making process here relies on visual information from pic-

tures, which has been shown to provide enough ambiguity within and between each other to

create the need to look at and compare the pictures throughout the whole task. Further, a liv-

ing being’s age is a well-known concept where one can be wrong or right about when ranking

it (different to topics where personal taste plays a role), yet it provides enough ambiguity due

to its novelty to participants to allow for training effects and room for discussion. This made

the topic ideal to manipulate levels of expertise.

2.3 Apparatus

The task setup consisted of a 60 x 120 cm table with a swivel chair on each long side (see Fig 1).

On one short side of the table, at a distance of approximately 60 centimeters and in 45˚ from

each chair, a white cardboard display held 9 printed pictures of animals arranged in a 3 x 3

matrix. Two tilted cardboard stands, each facing one of the chairs, were put up on the table

roughly at face height to hold participants’ notes for the conversation. Prior pilot runs had

Fig 1. Depiction of experimental setup. (A) Schematic depiction of two participants (re-enacted), a trained and an

untrained one, interacting by looking, pointing, and talking while referencing objects of interest to come to a joint

decision. On the cardboard stands in the foreground, participants’ individual notes are placed close to eye-height to

mitigate data loss. (B) Depiction of the right participant’s eye tracker video feed showing a red dot indicating the gaze

position as well as the left participant’s pointing hand.

https://doi.org/10.1371/journal.pone.0315728.g001
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shown that, compared to notes posted at table height, the current setup resulted in overall

more stable gaze tracking due to fewer head movements and fewer gazes below the range of

the eye tracking glasses. Two ‘Tobii Glasses 2’ mobile eye trackers were used to simultaneously

capture the gaze of both participants. These trackers have a sampling rate of 100 Hz and a spa-

tial accuracy of ~ 0.89˚ when the observers are seated [41]. Additionally, a Logitech HD Pro

C920 webcam mounted above the participants was used to capture the scene. Further informa-

tion on the pictures is available on request from the corresponding author (LH).

2.4 Procedure

Participants were randomly assigned to one of two classrooms where they were informed that

they would receive a 30-minute training on animal biology. Only one training contained infor-

mation that was later relevant to the ability to visually estimate the age of depicted animals,

while the other training focused on trivia related to the animals. All participants then first com-

pleted, on their own, the ranking task for no more than 5 minutes while noting down what

they thought the correct rank order was. They then completed a 3-item questionnaire (see S1

Appendix for questionnaire items) rating their self-perceived performance in the task. Each

trained participant was then paired with a non-trained participant. In a separate room, partici-

pants were fitted with a mobile eye tracker and seated at the table as described above. Their

notes were posted on the cardboard stand facing the respective participant. The eye trackers

were calibrated at the beginning of this dyadic session before the instructions were read, as

past work indicates that in some instances it is possible that the knowledge of being recorded

by eye trackers can influence gaze behavior in social situations, and that this effect vanishes

after a few minutes when participants are not reminded (e.g., by doing a calibration) that they

are wearing the glasses [42, 43]. To help encourage collaboration, participants were then

informed that the best-performing dyad in the subsequent task would receive a small monetary

reward in the form of a gift card. They were then instructed to discuss for 4 minutes the strate-

gies that they each used on their own when completing the task. For this discussion they did

not see the pictures as they were hidden behind a cover. Subsequently, participants were

instructed to complete the ranking task collaboratively, again within 5 minutes, and the cover

concealing the pictures was removed. Sitting on swivel chairs, participants were free to rotate

their bodies and for most of the time, were turned towards the display rather than facing each

other. The experimenter told participants to start each of their conversations as soon as they

heard the door close, then started the eye trackers remotely, clapped their hands once in front

of all cameras for later video synchronization and then left the room thereby audibly closing

the door. They returned when participants’ time was over first to uncover the pictures and the

second time to end the experiment. Participants were allowed to complete the last sentences of

their conversation before the experimenter knocked on the door and entered the room. Partic-

ipants then completed another 3-item questionnaire on who they felt had relatively more

expertise on the topic during the conversation (oneself or the conversation partner; see S1

Appendix). Finally, the experimenter debriefed the participants. This report focuses on the 5

minutes of the ranking task, in which participants were collaboratively ranking the depicted

items. Our focus for data analysis lies on the dynamics of joint gaze and gestures towards

objects of interest with respect to interlocutors’ conversational turns and different levels of

training.

2.5 Data analysis

Behavior coding. Eye tracking recordings were first processed using Tobii Pro Lab [44] to

export videos with an overlaid gaze cursor. Following coding recommendations by [45], the
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two eye tracker videos and the scene camera video were then merged and synchronized using

Mangold INTERACT [46] and the audiovisual signal from the recorded clap. With the same

software synchronized videos were then used to manually code ‘looking’, ‘pointing’ and ‘turn-

taking’ behavior. For a detailed description of the procedures regarding the recording and pro-

cessing of mobile eye tracking data with Tobii Glasses 2 and synchronizing and manual coding

using Mangold INTERACT see [47], as their procedures were followed in the present study.

Gaze towards a picture was defined as starting with the first frame in which the gaze cursor

entered the picture until the last frame before it left the picture (‘looking at’ and ‘gaze at’ are

used interchangeably throughout the paper). Pointing towards a picture was defined as start-

ing with the first frame where a forward movement of a hand, which ended in a pointing ges-

ture towards a picture, was visible up until the first frame of a retracting movement of that

same gesture. As we synchronized two 60 fps videos with gaze overlay with the 30-fps video

from the scene camera, our resulting frame rate in the merged videos from all three cameras

was 30 fps. Consequently, this was the temporal accuracy with which we synchronized videos

and coded behavior. All behaviors were coded in a mutually exclusive and exhaustive manner

[45]. For turn-taking this meant that it was always one of the two participants’ turn, with no

gaps where it was “no one’s turn”. A more detailed description of the coding procedure is pro-

vided in the supplementary material.

In the present study we were not interested in individual or mutual face gaze or their cuing

effects initiating joint attention but rather the dynamics of ongoing joint attention towards an

external object of interest, namely task relevant items [48]. As we were interested in joint

object directed gaze rather than face directed gaze, only gaze directed onto task relevant items

was included in the analysis.

Two coders, both blind to the hypotheses, were first trained on how to code behaviors with

two example dyads which were not used for data analysis. Interrater reliabilities for gaze,

pointing and conversational turns from another dyad coded by both coders were all above a

Kappa of 0.70 and therefore found satisfactory [49]. Coded data were exported from Mangold

INTERACT as event data and transformed into categorical time series with a sampling rate of

10 Hz.

Cross recurrence quantification analysis. To assess the dynamics of coupling across

behaviors, Cross Recurrence Quantification Analysis was used [CRQA, for a comprehensive

overview and formal discussion see 50]. CRQA allows one to visualize and quantify the

dynamics of recurring states within behavioral systems [51–53]. Similar to cross-correlation,

which provides a linear function of the co-variation of two time series, cross-recurrence is a

form of generalized cross-correlation, which allows one to model nonlinear interrelations [54].

When employed with nominal data, CRQA can be understood as an extended version of lag

sequential analysis, focusing on co-occurrences of behavioral states rather than their transi-

tional probabilities [45, 52]. By extracting higher level abstracted measures from a system’s

states over time, CRQA serves to describe underlying non-linear system dynamics. The

method has already been applied in several studies examining the dynamics of interpersonal

coordination [6, 11, 13, 15–19, 29, 30].

In the present study, we employed nominal CRQA on combinations of nominal time series

data of gaze and pointing behavior as described below using the R package ‘crqa’ [55]. We first

constructed recurrence plots, and from those average diagonal cross recurrence profiles

(DCRPs) [56]. Using MATLAB [57] we calculated the center of recurrence mass (CORM) for

each plot, to infer leading and following dynamics [20, 53]. The following paragraph explains

recurrence plots, DCRPs and CORM and how we leveraged them for the purpose of this study

(see also S3 Appendix for a detailed explanation).
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Recurrence plots. Recurrence plots allow one to capture coordinative structures in dyadic

data over time (see Fig 2 for an example). They are a visualization of the pattern of co-occur-

rence of states that two streams of behaviors can take over time, and thus they represent cou-

pling patterns of behaviors. In our case, recurrence plots show if both participants of a dyad

were looking and / or pointing at the same item and, more importantly, “where in time” rela-

tive to one another they were doing that. Behaviors recurring closer together in time are plot-

ted closer to the line of coincidence. This is the diagonal from bottom left to top right,

corresponding to lag 0. If the same behavior is shown by one person, yet earlier or later in time

relative to their counterpart’s behavior, this results in a recurrence point being plotted further

away from the line of coincidence (i.e., at higher lags), towards the top left or bottom right cor-

ner, depending on which behavior leads the other. In our case, per dyad, we constructed recur-

rence plots using categorical time series data from combinations of looking, pointing and

talking to address our hypotheses.

The example below (Fig 2) shows a recurrence plot from gaze data of one of the dyads of

the present experiment. Blocks centered on the line of coincidence from bottom left to top

Fig 2. Example of a recurrence plot. Example of a recurrence plot constructed from nominal time series data of two

interacting participants’ gaze towards the 9 task relevant items. The boxes along the diagonal line from the bottom left

to the top right indicate moments of prolonged joint attention. Unique for this example dyad, symmetrical converging

structures on the top left and bottom right, mirrored across line of coincidence indicate that both participants revisited

all items during approximately the last minute of the conversation.

https://doi.org/10.1371/journal.pone.0315728.g002
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right show that there are clustered incidences of closely coupled joint visual attention followed

by brief moments of uncoupling. By qualitatively comparing recurrence plots with the record-

ings we find that as in the dyad whose data we see in Fig 2, it was a common strategy to simul-

taneously focus on the same item for some time before jointly switching to the next one. The

more solid a block is, the fewer incidences of decoupling happened during that period. Short

incidences decoupling often stemmed from only one of the two participants visually compar-

ing the current item of interest with another one. While resulting patterns give a descriptive

idea of a single system’s dynamics, more importantly, one can extract secondary plots, such as

DCRPs and the CORM measure. These allow for inferential hypothesis testing across systems.

Diagonal cross recurrence profiles. From each recurrence plot we constructed a DCRP.

These plots capture the proportion of recurrence points (recurrence rate) for a range of lags,

centered at time lag 0. The recurrence rate (see S3 Appendix) is one of the simplest measures

to operationalize an amount or strength of coupling as it describes the probability of co-occur-

rence of two behaviors within some specified time window. Average DCRPs are thus each

depicting behavioral dynamics of a combination of gaze and/or pointing and are shown in

Figs 3–5. Each figure thus shows the average coupling dynamics for one pair of behaviors

across all conversations. This representation of average recurrence rates as a function of lags

around the line of coincidence allows one to see which of two behaviors leads in time and at

what lag the two behavioral streams are coupled the most. If the plot is mirrored symmetrically

along the central-y axis (lag 0), there is on average no leading or following of behaviors. An

asymmetric plot though, with a peak offset from lag 0, indicates one behavior lagging behind

the other one, mostly so at that lag in time [see 56 for a visual illustration and explanation and

S3 Appendix on how DCRPs are constructed from recurrence plots]. In our case, the range of

delays (positive and negative) taken into account for constructing DCRPs was set to 150 time

points, corresponding to 15 seconds of lag in either direction. Evenly aggregating the overall

301 time points of lag resulted in 43 bins to be considered for analysis. To be informative, this

distribution must be set in relation to a randomized baseline, that shows which base level of

recurrence rate one would expect for this system at each lag if the underlying time series were

not coordinated. This can be achieved by either running the analysis with a randomly paired

dyad or by shuffling timeseries data within dyads, which removes the temporal structure of the

data while maintaining the base chance of recurring data points. We had to use the latter

approach of shuffling data, as conversations across dyads were not all of the exact same length,

therefore we could not create mismatched pairs. A lag range of +/- 15 seconds for the DCRPs

Fig 3. Average Diagonal Cross Recurrence Profiles (DCRPs) of gaze behavior between participants. (A) Average DCRP of trained participants looking and

untrained participants looking. Ribbons represent standard error. Recurrence on positive time lags indicates that the trained participant’s behavior (looking)

leads the untrained participant’s behavior (looking) in time. (B) Average DCRP from the same data, now split by participant’s conversational turn.

https://doi.org/10.1371/journal.pone.0315728.g003
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was chosen as this was the approximate range in which all behaviors showed to be coupled

above chance. Also, during cooperative interaction, dyadic gaze coordination [19] and dyadic

eye-hand coordination [30] have shown to be meaningfully coupled within similar time

windows.

Center of recurrence mass. As we established, a DCRP peaking above or below lag 0 indi-

cates one behavior lagging behind the other one on average. Yet even when two behaviors

mostly coincide in time, and the DCRP thus peaks at lag 0, the plot can be asymmetric with

regard to the central y-axis (lag 0). This then also indicates leading / following between

Fig 5. Average Diagonal Cross Recurrence Profiles (DCRPs) of pointing and gaze behavior within each

participant. DCRPs represent participants’ pointing and their own looking, split by training level. Ribbons represent

standard error. Note that this plot is constructed differently to the earlier ones as the DCRPs depict coupling of

behavior within the same participants rather than across a dyad. Recurrence on positive time lags here indicates that

pointing leads looking, whereas those on negative time lags indicate that looking leads pointing.

https://doi.org/10.1371/journal.pone.0315728.g005

Fig 4. Average Diagonal Cross Recurrence Profiles (DCRPs) of pointing and gaze behavior between participants.

DCRPs of participant’s pointing and their respective counterpart’s looking, split by training level. Ribbons represent

standard error. Recurrence on positive time lags indicate that the trained participant’s behavior (looking or pointing) is

leading in time.

https://doi.org/10.1371/journal.pone.0315728.g004
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behaviors and can be quantified by the center of recurrence mass (CORM) of the coupled

behaviors. This measure has been brought forth by Anderson and colleagues [53] and is

defined as the normalized distance of the center of gravity of recurrent points from the line of

coincidence. CORM thus approximates on which side of the line of coincidence the majority

of recurrence points on a recurrence plot are situated. It therefore serves as a quantified value

that indicates which time series leads the other, regardless of the characteristics of the DCRP,

such as the peak. The sign of the value indicates the direction of the effect and the absolute

value its size (see S3 Appendix for a detailed explanation of CORM). As we were interested in

the temporal dynamics of leading and following from moment to moment (i.e., close to the

line of coincidence) rather than globally for the whole recurrence plot, we calculated CORM

including recurrence points within a band of +/- 4 seconds temporal lag. We chose this time

window as judged by the shape of constructed DCRPs, subtle turn dependent differences in

gaze dynamics seemed to take place within those small lags in time. So this banded CORM

measure is a way of “zooming into” temporally more nuanced effects compared to the more

broadly captured effects of the DCRPs. For each system, average CORM values across dyads

were calculated and used for analysis [53].

For further details on DCRPs, CORM, and CRQA in general, see [20, 55, 56, 58]. For all

analyses, prerequisite assumptions were tested prior to conducting parametric tests. In

instances where these were not met, we employed the non-parametric equivalent. The data

underlying the results presented in the study are available from https://osf.io/7bs6y/.

3. Results

Before conducting the main analyses, we were interested whether participants were aware of

their own (relative) expertise. Specifically, if they self-rated in accordance with their training

with regard to (A) their own performance on the task they completed alone, and (B) their rela-

tive expertise during the conversation (see S1 Appendix for questionnaire items). A two-sam-

ple t-test on participants’ self-perceived performance ratings on the task they first each

completed on their own indicated a marginally significant effect of trained participants self-

rating their own performance higher (M = 3.26, SD = 0.77) than untrained participants rated

their own performance (M = 2.74, SD = 0.82) on a 6-point Likert scale, t(34) = 1.94, p = 0.060,

95% CI [-0.024, 1.061]. Further, a paired t-test on participants’ ratings on who had relatively

more expertise during the conversation indicated trained participants’ ratings to be signifi-

cantly higher (i.e. closer to “I had more expertise.”, M = 5.16, SD = 0.68) compared to

untrained participants’ ratings (closer to “My partner had more expertise.”, M = 2.00,

SD = 0.78) with a mean difference of 3.16 on a 7-point Likert scale, t(17) = 11.51, p< 0.001,

95% CI [2.59, 3.75]. These results indicate that while there was only a tendency of participants

to be aware of their own expertise before the conversation, talking to their partner made them

aware of their differential expertise. This is supported by anecdotal evidence from the audio

recordings, where some participants indicated that there might have been a difference in the

training they received or their ability to remember relevant information from the training.

Thus, we suggest that participants were aware of their own expertise to some extent before the

conversation, and definitely afterwards, which supports the effectiveness of the training

manipulation.

3.1 Looking and speaking

H1: Time spent speaking. We then first tested whether the introduction of differential

knowledge had the expected effect on the amount of talking participants showed, as according

to H1, people with more objective and perceived competence should talk more [36]. Results
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show that the average conversation took approximately 5 minutes and 14 seconds (SD = 22.2

sec). Trained participants spoke longer (median = 3 min, 0 sec, median absolute deviation

(MAD) = 35.5 sec; 59% of the conversation time) than their counterparts (median = 2 min, 16

sec, MAD = 42.4 sec; 41% of the conversation time), Wilcoxon W = 275, p< .001. This con-

firms our first hypothesis.

H2: Trained gaze and untrained gaze. We hypothesized asymmetric gaze coupling

between dyads, specifically that the trained participants lead with their gaze relative to the gaze

of the untrained participant (H2). To test this, we first generated cross-recurrence plots for

each of the 18 dyads. Fig 2 above shows the recurrence plot of one dyad’s gaze data. To address

the question of whose gaze leads during the conversation, we generated DCRPs for each recur-

rence plot, which capture the percentage of recurrence in each dyad for each time lag, centered

on time lag zero. Fig 3(A) shows the average DCRP for all dyads within a +/-15 seconds lag

window. As mentioned in the Methods section, this distribution must be set in relation to a

randomized baseline, which shows which base level of recurrence rate one would expect for

this system at each lag. Fig 3(B) shows this baseline, namely the randomized average DCRP for

trained and untrained participant’s gaze.

A 2 (profiles; gaze vs. randomized baseline) × 43 (lags) mixed-design analysis of variance

(ANOVA; with lag as the repeated measures factor) revealed a main effect of gaze compared to

randomized baseline F(1, 731) = 3608.31, p< .001, indicating that interlocutor’s gaze was cou-

pled well above chance level within the +/- 15 sec window. Even though coupling seemed sub-

stantially high above chance level beyond these marks, we did not take further lags into account

as we were interested in the moment-to-moment properties of the conversation rather than the

overall coupling within a dyad. There was also a main effect of lag F(42, 714) = 94.23, p< .001

and an interaction effect between profiles and lags, F(42, 731) = 6.302, p< .001), suggesting that

the level of lag influenced cross-recurrence overall and that the difference between the profile

versus the randomized profile varied across different levels of lag. As visible by the peak of the

DCRP in Fig 3A, a maximum recurrence rate of 36% occurred at lag 0. This indicates that dyads

mostly looked at the same item at the same time and did so for 36% of the conversation. Con-

trary to our first hypothesis, this central peak and the symmetry of the DCRP indicates that on

average (over the course of the 5-minute conversation), neither side led nor followed more with

their gaze than the other. This is supported by the average CORM value across dyads, which is

not different from zero (M = 0.01, SD = 0.03, CI [-0.007,0.026]), as indicated by a one-sample t-

test, t(17) = 1.23, p = 0.237. We thus fail to support the second hypothesis, that trained partici-

pants lead with their gaze relative to the gaze of the untrained participant.

Before continuing with further results, for the sake of expediency, we note here that all of

the following reported DCRPs were found to be coupled at above chance levels using mixed-

design ANOVAs. They also all show the same interaction pattern as reported above when ana-

lyzed with their randomized baseline. This means that all DCRPs we investigated were coupled

at above chance levels and to varying degrees across lags. This is reported in more detail in the

supporting information.

H3: Trained gaze and untrained gaze. Split by conversational turn. We hypothesized

that asymmetries in gaze coupling might be dependent on conversational turn-taking, specifi-

cally that whoever speaks also leads the dyad’s joint focus of attention at those moments (H3).

To test this, we repeated the above analysis, except on this occasion we created two sets of time

series from the initial one depending on who was speaking at any given moment. We thus con-

structed two sets of 18 recurrence plots and consequently two average DCRPs, as seen in Fig

3B (see S3 Appendix for a detailed explanation).

We compared the two profiles from split data across time lags with a 2 (turns) x 43 (lags)

repeated-measures ANOVA. This revealed a main effect for turn, (F(1, 17) = 11.99, p = .003),
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indicating higher recurrence values when trained participants were speaking as well as a main

effect for lag (F(42, 714) = 110.48, p< .001), suggesting that overall recurrence rate varied

across different time lags. The interaction effect for lag and turn (F(42, 714) = 13.05, p< .001)

further suggests that the difference in recurrence between turns did vary across the +/- 15 sec-

onds of time lag. As we established earlier, trained participants spoke quite a lot more than

untrained participants. The main effect of higher gaze recurrence for when trained participants

are speaking is a product of this and thus expected. Interestingly, and in line with the interac-

tion effect, there seems to be a difference in shape between the two DCRPs, notably mirrored

along the central y-axis. Specifically, the upper plot’s center of mass seems to be shifted to the

right, where recurrence points indicate trained (currently speaking) participants’ gaze leads in

time. In contrast, the lower plot’s center of mass seems shifted to the left, where recurrence

points indicate untrained (currently speaking) participants’ gaze leads. A differential center of

mass between these plots would indicate an asymmetry in gaze coupling dependent on conver-

sational turn. Thus, we tested for a difference in CORM between the two DCRPs.

A paired t-test indicates higher CORM values for gaze coupling while trained participants

were speaking (M = 0.03, SD = 0.03), compared to when untrained participants were speaking

(M = -0.03, SD = 0.05), (t(17) = 3.682, p = .002). Further, one sample t-tests indicate CORM

values differing from zero while trained participants were speaking (t(17) = 4.410, p< .001) as

well as while untrained participants were speaking (t(17) = -2.1854, p =. 043). This means that

the momentary speakers’ gaze leads momentary listeners’ gaze, despite the DCRP peaking at

lag 0.

Taken together, within +/- 15 seconds of lag, the eye movements of the two conversation

partners were linked above chance level, mostly so at lag 0, indicating that participants looked

at the same item at the same time for most of the time. Contrary to our hypothesis (H2), we

did not find an indicator of asymmetric gaze coupling—that is, trained participants did not

lead with their gaze overall. Only when we analyzed gaze coupling with respect to conversa-

tional turn taking, were asymmetries revealed. Based on ANOVA results and the CORM, who-

ever’s turn it is to talk, leads the dyad’s joint focus of attention. Further, we saw that beyond

the back and forth of conversational turns, attentional coupling still steadily peaked at lag 0.

This means that while participants’ gaze was mostly coupled as they concurrently look at the

same item at the same time, currently speaking participants’ gaze transitioned items earlier

with respect to their listening counterparts’ gaze.

It is worth noting that the recurrence rates in the two resulting DCRPs (Fig 3B) do not add

up to the sum of recurrence rates from the earlier DCRP comprising the whole dialogue, indis-

criminate of conversational turn taking (Fig 3A). This is expected, as in a recurrence plot with

gaze data from the whole dialogue, gaze can recur beyond the back and forth of conversational

turns, hence leading to more recurrence than the sum of recurrences from two recurrence

plots from gaze data split by conversational turn does.

In the next section, we present findings regarding the dynamics of looking and pointing

across participants (i.e., how one person points and the other one looks) and within partici-

pants (i.e., how one participant points and the same participant looks). Note that participants

almost only pointed while speaking, making an analysis regarding pointing and speaking

unnecessary.

3.2 Looking and pointing

H4: Time spent pointing. In keeping with H1 (people with more objective and perceived

competence talk more), we tested if people with more objective and perceived competence

pointed more [e.g., 36]. Results show that trained participants on average pointed more (12%
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of the conversation time) than untrained participants (4% of the conversation time), Wilcoxon

W = 234, p = .024, confirming H4.

As noted previously, there are several outstanding unknowns regarding the fine-grained

dynamics between gaze and pointing during an ongoing interaction. For example, where in

time between one’s own focus of attention and an interlocutor’s focus of attention is pointing

situated? Below we present and test several explorative questions.

Is pointing and gaze between participants coupled symmetrically or asymmetrically?.

To address this question we conducted an analysis that was conceptually identical to one that

we applied previously to the participants’ gaze data, only that this time, we conducted the anal-

ysis twice, once with one person’s gaze data and their interlocutor’s pointing data, the other

time with the relationship reversed: (a) trained pointing and untrained looking; (b) trained

looking and untrained pointing (see Fig 4 for an illustration of the data).

Two of the untrained participants did not point at all, so their dyads were excluded from

analysis. A 2 (profiles; trained pointing & untrained looking vs. trained looking & untrained

pointing) x 43 (lags) repeated-measures ANOVA revealed a main effect for profiles (F(1, 15) =

5.55, p = .032), indicating higher recurrence rates when trained participants pointed and

untrained participants looked than vice versa. This is in line with what we would expect if,

overall, more time is spent pointing by trained participants than untrained participants. Fur-

ther, a main effect of lag (F(42, 630) = 15.13, p< .001) and an interaction between lags and

profiles (F(42, 630) = 4.85, p< .001) indicates that overall recurrence rates varied across differ-

ent time lags though not between profiles. This is in line with what we see on the plotted

DCRPs in Fig 4. They show peaks on different sides from lag zero in a manner that suggests

that one participant’s pointing leads the other’s gaze by roughly 500 ms.

The analysis of the CORM profiles returns significantly different CORMs between profiles

(trained pointing–untrained gaze: median = 0.04, MAD = 0.05; untrained pointing–trained

gaze: median = -0.03, MAD = 0.08; V = 117, p = .009), indicating that one person’s pointing

leads the other person’s looking significantly. This result also underlines that whoever is point-

ing at the time is leading the other person’s gaze. Does the pointing—gaze asymmetry extend

to one’s own gaze and pointing?

How are one’s own gaze and pointing coordinated?. To answer this question, the same

analysis regarding pointing and gaze was conducted as above, with the difference being that

this time, it was conducted with gaze- and pointing data from the same person (Fig 5). Note

that as the two behavioral time series refer to the same person, the recurrence plots, and there-

fore the DCRPs, need to be constructed in a manner where positive or negative lags reflect the

relationship between different behaviors rather than individuals. Accordingly, in Fig 5 recur-

rence at negative lags (left side) indicates that looking leads pointing, while those at positive

lags (right side) indicate that pointing leads looking.

The two resulting DCRPs, together with a 2 (profiles; trained pointing & trained looking vs.

untrained pointing & untrained looking) x 43 (lags) repeated-measures ANOVA returned sig-

nificant main effects for profile (F(1, 15) = 5.71, p = .030) and lag (F(42, 630) = 20.85, p<
.001), and a significant interaction (F(42, 630) = 5.97, p< .001). This indicates that there are

higher recurrence rates for trained participants looking at their own pointing, and that recur-

rence rates varied across different time lags and between profiles. Regardless of training the

recurrence rates peak at lag 0.

Note that both trained and untrained DCRPs seem to be asymmetric with respect to lag 0.

We found that their CORM is also shifted to the left, which indicates that the probability of

participants looking at something before they point at it is higher than the reverse. CORM

analysis reveals that while mean CORM is indeed negative for both profiles, statistical tests

against zero reveals this effect to be significant only for the untrained participants (V = 20, p =
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.011, median = -0.04, MAD = 0.07, 95% CI [-0.157, -0.007]); trained participants (V = 34, p =

.083, median = -0.01, MAD = 0.06, 95% CI [-0.086, 0.006]). Point estimates and confidence

intervals of untrained and trained CORM though suggests compatible effects [59] with one’s

own gaze preceding one’s own pointing in time more often than not. We thus cautiously inter-

pret these analyses as suggesting that one’s own gaze precedes one’s pointing regardless of

training, though this may be more pronounced for the untrained participants. However, we

hasten to note as well that in general, as there are far more and longer incidences of partici-

pants looking at pictures than them pointing at pictures, the results regarding pointing lack

the robustness of those regarding gaze.

4. General discussion

The aim of the present study was to examine how interpersonal coordination of attention is

achieved through multimodal coupling of gaze and deictic gestures during non-scripted dia-

logue. We manipulated task-relevant background knowledge of participants who then jointly

solved a visual sorting-task while being co-located, wearing mobile eye trackers, and being able

to freely gesture and converse with one another. Nominal cross recurrence quantification anal-

ysis (CRQA) was used to assess behavioral coupling between participants, and leader-follower

roles, overall and during conversational turn-taking.

There were four main findings, two regarding the symmetry of gaze coupling and two

regarding the symmetry in the coupling of deictic gestures and gaze. Below we review these

results and elaborate on their implications for the study of attentional coordination.

4.1 Symmetry of gaze coupling

There were two main findings regarding the symmetry of gaze coupling. First, contrary to our

hypothesis that trained individuals lead with their gaze in relation to their untrained counter-

part’s gaze (H2), we did not find such asymmetry in gaze coupling. So despite the fact that par-

ticipants were likely aware of a difference in expertise, and in line with our hypotheses that

trained participants talked (H1) and pointed (H4) more, neither trained nor untrained partici-

pants consistently led the conversation with their gaze. Second, regardless of training, gaze

data split by conversational turns revealed that in line with our hypothesis H3 (speakers lead

the listeners’ gaze) gaze was coupled asymmetrically between participants insofar that which-

ever participant was momentarily speaking, this individual led the dyads joint focus of atten-

tion at those moments. Together, the data indicate that both participants lead with their gaze

when it was their turn to talk, regardless of their training.

Gaze coupling and differential knowledge. While other studies have found asymmetries

in attentional coupling between interlocutors with predefined differential conversational roles

[15, 17, 18], we could not replicate this effect between interlocutors with differential knowl-

edge. Contrary to our expectation of trained participants leading with their gaze (H2), both

participants typically looked at the same item simultaneously without any detectable coupling

asymmetries (e.g., the person with more knowledge did not tend to lead the person with less

knowledge). So even though differential knowledge led to trained participants dominating the

conversation by speaking and pointing more, this domination was not reflected in asymmetric

gaze coupling.

In fact, the symmetry of gaze coupling we found is comparable to the one reported for gaze

coupling in natural dialogue without any assigned roles [19]. Further, while we know that the

amount of knowledge interlocutors share (matched vs. mismatched) affects how highly (sym-

metrically) coupled their gaze becomes [19], our results show that differential relevance of
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knowledge between interlocutors does not necessarily affect the symmetry of gaze coupling

between them.

So how is it that one interlocutor dominates the conversation by talking and pointing more,

yet both interlocutors are still mostly looking at the same item at the same time? One reason

for this could be that, unlike the studies that found asymmetric attentional coupling using set

conversational roles such as “speaker” and “listener” [18] or “Director” and “Matcher” [17], in

our study participants had relatively more freedom in how to approach the conversation. They

could freely take turns talking about, and pointing at, items in ways that benefited them to

become and stay coupled with their attention. Given the idea that higher gaze coupling can be

beneficial for communicative success [13], this behavioral freedom together with a shared

motivation to optimize their performance could have enabled dyads to coincide their gaze per-

formance so strongly that the differential amount of speaking and pointing did not carry

enough weight to break this symmetry.

Gaze coupling and conversational turns. In line with our hypothesis that the momentary

speaker leads the focus of attention (H3), when we investigated gaze data split by conversational

turns, gaze was coupled asymmetrically. As indicated by the CORM, whichever participant was

momentarily speaking tended to lead the dyads’ joint focus of attention. Notably, this was true

despite gaze always being coupled most strongly at lag 0, hence individuals still mostly gazed at

the same item at the same time regardless of conversational turns. Only the probability of who

transitions to the next item earlier was affected by conversational turns. So participants’ gaze was

continuously coupled, yet in tune with the conversational back and forth of turn taking, asymmet-

rically. This effect prevailed regardless of training. Two conclusions can be drawn from this.

First, earlier studies show symmetric coupling in dialogue [19], yet asymmetric coupling

during monologue, where listeners’ gaze lagged behind speakers’ gaze by approximately 2 sec-

onds [18]. Our finding extends those earlier findings by showing that there is indeed asymmet-

ric gaze coupling during dialogue, yet it is only found when discriminating between

conversational turns. This shows that for the study of attentional coordination, it can be a

fruitful approach to discriminate in which conversational state each actor is at each given

moment—that is, that of the information sender (i.e., speaker) or the information receiver

(i.e., listener). Aggregating data across such moments can mask the momentary asymmetries

in dynamics between them. We also show that, next to the analysis of features of the DCRP,

the use of the CORM can elucidate such subtle asymmetries.

Second, because trained participants spent more time in the conversational role of the

speaker, they led with their gaze for longer than untrained partners. This ties in nicely with

earlier findings that underline the importance of speaking time in social interaction: More

competent individuals talk more and are rated as more competent partly due to the fact that

they are talking more [36]. We show that whoever talks more also determines more where a

dyad’s coupled focus of attention is directed. In a broader sense this asymmetric attentional

coupling can be seen as a behavioral facet of “infocopying”, a form of social learning, from a

more skilled individual to a less skilled one [33]. From the recordings we know that trained

participants often used their speaking time to state key information that (deliberately) was

missing from their counterparts’ training. In a task where both individuals are interested in

performing well together and know who has superior expertise, it makes sense to freely confer

more speaking time to the more knowledgeable individual. Our study shows that this tendency

is also reflected in the coordination of attentional coupling that allows both interlocutors to

profit from one person’s superior knowledge.

We conclude that differences between co-actors’ task relevant knowledge during dialogue

does not lead to asymmetric gaze coupling such that the more knowledgeable person overall

leads with their gaze, at least when investigating the average gaze dynamics for the whole
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conversation. Only when taking turn dependent asymmetries into account does it become

apparent that whoever momentarily speaks also leads dyadic attentional coupling through ear-

lier gaze transitions between items. In that sense, in the present study, more knowledgeable

individuals did lead with their gaze for longer stretches of time as they were speaking more.

4.2 Coupling of deictic gestures and gaze

There were two main findings regarding the symmetry of the coupling of deictic gestures and

gaze. First, we found that pointing and gaze were coupled asymmetrically across participants

insofar that gaze lagged behind others’ pointing by approximately 500 ms. Second, pointing

and gaze within participants tended to be asymmetrically coupled as one’s own gaze tended to

precede one’s own pointing, even though they were mostly recurring simultaneously.

Together, this implies that pointing serves as a mediator of attention from the pointing person

to their interlocutor. Below we discuss implications of these findings.

Coupling of gaze with others’ pointing. Pointing and looking across participants was

asymmetrically coupled above chance and in a manner that indicated that one participant’s

gaze lagged behind the other participant’s pointing by approximately 500 ms. These coupling

dynamics prevailed for both participants regardless of training, even though trained partici-

pants pointed more than untrained participants. Interestingly, the same pattern emerges as

with gaze coupling and turn taking. While the amount of coordinative behavior (in this case

pointing) shown per participant is affected by their training, the attentional dynamics between

participants remain unaffected. On average, an untrained participant’s pointing gesture is fol-

lowed by the trained participant’s gaze just as quickly as in the trained pointer—untrained

gaze relationship. Together this suggests stable attentional dynamics that do not depend on

differences in participants’ minds. Thus, trained participants did not dominate the conversa-

tion because their pointing gestures elicited different coupling dynamics with their counter-

part’s gaze, but simply because they pointed roughly three times as much as the untrained

participants. Importantly, participants almost solely pointed while speaking. Hence, asymme-

tries for gaze-gaze coupling and hand-gaze coupling are observed as both are in tune with the

conversational back and forth of turn-taking. This underlines the notion that asymmetries in

non-verbal behavioral dynamics between conversing interlocutors can be masked by aggregat-

ing data across relevant moments, such as a switch in conversational turns.

As noted in the introduction, earlier studies have highlighted the nonverbal role of hands in

attentional coordination [29–31]. For instance, the coordination between an infant’s gaze at

their caretaker’s hands and vice versa has been shown to be a viable avenue to achieve joint

attention between them, rather than the classically investigated route of ‘gaze-gaze’ coordina-

tion [30, 31]. These studies demonstrate that hand movements convey attentional meaning,

and that the coupling of gaze with those movements can serve as a measure of joint attention.

Our study extends these findings. We show how eye-hand coordination across adult interlocu-

tors who exchange information from one conversational turn to the other can also serve as a

valuable tool to become and stay coupled with each other’s attention. Crucially, we further

show that the dynamics of this coupling are dependent on conversational turn-taking.

Coupling of gaze with one’s own pointing. One’s own pointing and gaze was asymmetri-

cally coupled in such a manner that the probability of participants looking at an item before

also pointing at it was higher than the probability of participants pointing at an item before

also looking at it. Notably, gaze and pointing gestures towards the same item mostly co-

occurred in time. Only the probabilities differed as to which behavior came first, gaze or ges-

ture, before the respective other joined in. Overall, this effect proved to be less robust than

those reported for gaze and thus it should be interpreted with a degree of caution.
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While we already discussed statistical reasons for why the effect of one’s own looking lead-

ing one’s own pointing was significant solely for the untrained individuals, there are other pos-

sibilities. For example it is possible that trained participants know better what features they

need to look for in the items in the environment and what those features mean. This could

make the whole process of finding and conveying information less demanding, leading to their

eyes to become more aligned in time with their pointing gestures. In any case, speculations

like these provide exciting hypotheses for follow-up studies.

In sum, it appears that pointing serves as a mediator between ones’ own and others’ visual

attention. In our study interlocutors point at an item while mostly simultaneously looking at it

(with a tendency to already having looked at it earlier) and their counterpart on average looks

at that item lagging behind in time by roughly 500 ms. To provide a reference, in Richardson

and Dale’s study [18] with set speaker and listener roles, speakers on average fixate an item (in

their case character portraits from a television series) 800 to 1,000 ms before naming it and lis-

teners fixate an item 500 to 1,000 ms after the onset of the speaker naming it. So pointing dur-

ing conversation in our task seems to lead to a slightly tighter mediation of attention than

spoken words alone do in Richardson and Dale’s study [18]. Naturally, there is more to the

coupling dynamics of attention than where in time coupling peaks and the effects from those

two different tasks cannot be compared one to one. However, this way of comparing atten-

tional coupling within and across modalities can provide rough estimations about the time

spans in which people coordinate each other’s attention in space.

4.3 Limitations and future directions

A notable consideration is that task-specific affordances constrain how the interpersonal coor-

dination of people under those constraints can unfold [12]. As task constraints get more diffi-

cult, interpersonal coordination increases and becomes more stable [11, 15]. In our case there

were two notable constraints, adding to task difficulty. One, participants had to discuss quite

complex visual details not only between items, but also elaborate them within items, meaning

they had to be focused on the same item for stretches of time. This alone leads to increased

recurrence rates compared to tasks where a more global visual approach (e.g., visual search) is

beneficial. Two, the 5-minute time limit in which participants had to complete their task

together made them very focused on completing the task. Participants spent their time highly

engaged with the items (e.g., there was little irrelevant discussion), leading to relatively high

amounts of time spent looking and pointing. Both of these factors likely contributed to rela-

tively high attentional coupling. A future approach to investigate interpersonal coordination

of attention could be to vary task constraints, like item complexity or time to complete the

task, similar to Miles and colleagues [11], who varied the level of background noise during

dyadic conversations to investigate the adaptive coordination of communicative behaviors

across conversants. Moreover, in our study participants readily used pointing gestures together

with deictic verbal expressions to identify the location of target items (e.g. “This upper one.”)

but also for feature descriptions within items (“The color here is quite dark.”). Further, pointing

gestures were used for different epistemic reasons, such as asking for clarification or providing

clarification. In all these use cases, the pointing hand helps to disambiguate the current focus

of attention and thus reduces overall verbal effort [4]. Future studies could manipulate how

much participants are able to use their hands to elucidate and disambiguate information.

While the present work has addressed the role of conversational dynamics on attentional

coupling between items, whether the same principles apply within items is unknown. In recur-

rence plots like the one in Fig 2, the prevalence of solid blocks around the line of coincidence

shows that dyads spent substantial amounts of time looking at the same item together while
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transitioning to other items from time to time. From the recordings we know that participants

showed this behavior to discuss features within the same picture while occasionally comparing

them to features from other pictures. As attention is often object-based [60], preferring to

move within rather than between objects [61], this promises to be a fruitful area of research for

future investigation.

Another future direction would be to take others face and gaze direction into consideration.

Pointing seems to be the “more dominant” deictic cue compared to face and gaze direction

when investigated in an experimentally controlled design using a cartoon figure to cue atten-

tion [62]. However, the face of a pointing person is still often looked at, even in situations

where the pointing gesture alone provides more reliable deictic information [25]. In our exper-

imental setup, participants did not face each other, but sat next to each other, facing the items.

A design where participants can see each other’s faces could enable the experimental examina-

tion of the relative contributions of face, gaze, and deictic gestures in interpersonal attentional

coordination.

5. Conclusion

This study is one of the first to incorporate measures of both gaze and deictic gestures to inves-

tigate multimodal coupling of attention between adult conversants. It shows how interlocutors

use their eyes and hands to dynamically coordinate attention in a relatively unconstrained,

dyadic interaction. Previous studies have found that attentional coupling is temporally asym-

metric when dyads are assigned conversational roles. In contrast, the present study investigates

if this effect replicates in natural conversation where asymmetry is not an inherent part of the

task itself but tied to differences that each individual brings to the task, specifically, their back-

ground knowledge. Using CRQA, we find that the coupling dynamics, both for participants’

gaze and gestures, are asymmetrically in tune with the alternation of conversational turns, yet

independent of the higher amount of talking and pointing shown by more knowledgeable

individuals. Together, these findings suggest stable, turn-dependent interpersonal coupling

dynamics regardless of background knowledge. By highlighting this role of deictic gestures

and conversational turn-taking, the current work broadens the field’s understanding of how

people coordinate their attention.
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