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The need for adaptability in detection,
characterization, and attribution of
biosecurity threats

William Mo 1,2, Christopher A. Vaiana3 & Chris J. Myers 2

Modern biotechnology necessitates robust biosecurity protocols to address
the risk of engineered biological threats. Current efforts focus on screening
DNA and rejecting the synthesis of dangerous elements but face technical and
logistical barriers. Screening should integrate into a broader strategy that
addresses threats at multiple stages of development and deployment. The
success of this approach hinges upon reliable detection, characterization, and
attribution of engineered DNA. Recent advances notably aid the potential to
both develop threats and analyze them. However, further work is needed to
translate developments into biosecurity applications. This work reviews
cutting-edge methods for DNA analysis and recommends avenues to improve
biosecurity in an adaptable manner.

Recent advances in biotechnology significantly elevate the risk of
malicious applications. The 21st century to date has already featured
multiple examples of problematic biological threats. Most infamously,
the COVID-19 pandemic’s impact was severe and universal, causing
economic issues and flaring political tensions in many countries1.
Additionally, the 2001 anthrax attacks in the United States illustrate
the potential threat of bioterrorism2. Anthrax is, among toxic sub-
stances, relatively easy to grow and store, and it was very difficult to
locate and detain the perpetrator. Furthermore, the investigation was
not fully conclusive and is mired in significant controversy2. As bio-
technology becomes increasingly more powerful and accessible, the
prospect of a threat that possesses both the devastating potential of a
pathogen and the elusiveness of a manufactured toxin is in turn
increasinglymoreviable3,4.Biosecurity is a set of preventativemeasures
that aim to recognize and control potential manmade biological
threats, in order tominimize the damage inflicted upon human life and
society. The potential risks of such threats have greatly increased in
recent years as dedicated synthetic biology research yields better
methodologies which reduce costs and increase reproducibility. The
financial and educational entry barriers to both gene editing and gene
synthesis have substantially lowered, enabling great benefits for
healthcare, ecology, agriculture, and more5–7. However, malicious
applications of the same methods could also inflict havoc in these

areas and extensively debilitate infrastructure8. Biosecurity struggles
to keep up-to-date with ever-improving methods9, and, fortunately,
there has not yet been amajor incident involving engineered DNA that
can be used as a case study. Without the benefit of hindsight, biose-
curity must match the newfound breadth of potential engineered
biological threats with an equally broad set of countermeasures. A
2018 report from the National Academies noted that the most
immediate threats involve leveraging existing understood pathogen
genomes andmetabolic pathways with small-scale alterations to either
increase pathogenicity or toxicity, or to enable more efficient pro-
duction of dangerous substances10. In the years since, the threat
landscape has most notably evolved with the advent of artificial
intelligence (AI) models, particularly tools for generative protein
design like RFDiffusion from the lab of 2024 Nobel Prize winner David
Baker11–13. The recent Executive Order 14110 identifies biosecurity as a
major risk factor amongst others in AI, prompts a currently in-progress
National Academies biosecurity study on AI to complement the 2018
one, and directs action towards better regulation of AI use in biode-
sign, but it is unknownwhat degree of enforcementwill manifest, what
existing or new government agency would be responsible, and if the
orderwill remain in effect in future administrations14. In addition to apt
consideration of present risks, biosecurity frameworks must be
forward-facing in their adaptability in order to match the potential
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threat space that will grow to contain more diverse yet specialized
forms of attack as bioengineering capabilities improve.

Currently, a major focus in biosecurity is on screening sequences
sent to companies that synthesize DNA to order15. This is a very effi-
cient point of containment, since accurate sequence information is
available for analysis at this stage. However, DNA screening has sig-
nificant limitations. In the present day market of DNA synthesis, dif-
ferent companies employ different protocols for screening, with the
details of each not being public and a lack of rigid standards16.
Recommendations issued by the USDepartment of Health andHuman
Services (HHS) were recently updated to address shortcomings raised
in several essays and studies15–17, but still do not comprehensivelydetail
or enforce many specific restrictions18. The International Gene Synth-
esis Consortium (IGSC)’s Harmonized Screening Protocol attempts to
be more comprehensive, but its only real update since 2009 mostly
clarified merely that smallpox should not be synthesized16. No proto-
cols are universally accepted or enforced, resulting in potential weak
links for malicious actors to exploit16. Meanwhile, AI accelerates both
the dispersion of potentially misusable knowledge related to biology
and biosecurity19 and the capabilities of de novo threat design11,20.
While creating entirelyoriginal threats ispresently difficult, it is already
plausible to use current AI methods to engineer small changes to
existing templates with potentially devastating results. One example
would be the use of a prediction model like EVEscape21 to deliberately
engineer a pathogen mutation for immune escape. The state of DNA
screening at present is ill-equipped to handlemalicious actorswho can
easily discover from large language models (LLMs) how to circumvent
screening by ordering from non-IGSC providers19 and attempt to syn-
thesize sequences that encode novel dangerous proteins. Further-
more, next-generation benchtopDNA synthesis devices22 are not being
designed with built-in screening protocols, and may be vulnerable to
firmware attacks that disable such precautions anyway23. While air
gapping DNA synthesis devicesmay seem like an obvious solution, the
need to constantly update screening databases andmethods to detect
the latest novel threatsmakes this a challenge.With such limitations in
mind, it is clear that even in a future with effective and widespread
screening standards, potential workarounds will still exist.

To help ensure robustness in biosecurity practice, effective and
alternative checkpoints are necessary. For example, software design
tools could add automated checks that catch, warn the user of, and
catalog for future reference harmful DNA sequences during their
development. In addition, design tools and synthesis companies alike
could enforce stricter user verification methods. Existing types of
security would describe these measures as “left of boom”, or deter-
rents that occur before engineered DNA is used maliciously
(see Fig. 1)24. As these methods involve computer analysis and sur-
veillance, such work overlaps with cryptography and cybersecurity,
and can be more clearly defined as “cyberbiosecurity”25,26. Following
deployment, being able to sample and identify engineered DNA
sequences from the environment they are present in and accurately
evaluate their purpose and origin is also important in order to deter-
mine the best response. Such measures that happen “right of boom”

can be considered “biodefense”10. Developing better tools both left

and right of boom alongside the improvement of current screening
methods is important to help ensure a more airtight set of protocols.
By covering such a broad set of bases, a comprehensive biosecurity
suite can also serve as a more effective deterrent against malicious
actors. In order to manifest such a comprehensive biosecurity port-
folio, better solutions to current problems in the analysis of engi-
neered DNA are necessary. These methods do not have to be
developed from scratch, however, as the same biotechnology advan-
ces that promote greater biosecurity risks also necessarily enable the
development of superior biosecurity tools.

Review of analysis methods
As depicted in Fig. 2, this paper focuses on three key biosecurity
problem statements involving engineered DNA: (1) detecting the pre-
sence of unknown engineering in sampled DNA, (2) characterizing the
function and purpose of engineered DNA, and (3) attributing engi-
neered DNA to its origin. Analysis methods that solve these problems
will be essential to formulating effective countermeasures to mal-
iciously bioengineered agents, as unique customizationwithin the vast
potential threat landscape necessitate any response to be equally
tailor-made. Within the review of relevant previous work, the most
critical observation is that adaptability is necessary for biosecurity to
keep pace with new scientific developments and fit real-world needs.

Detection
In right-of-boom scenarios, being able to identify that engineered
organisms or viruses exist in key clinical or ecological environments is
an essential first line of defense27. This need arises in both reactive and
proactive cases where sequencing can already be employed to char-
acterize natural DNA. Reactive cases involve DNA sequencing in
response to an observable change, such as in diagnosing visibly sick
patients28 or troubleshooting low crop yields. Proactive cases, on the
other hand, rely on routine screening events such as water or food
supply inspection29. Proactive scenarios pose a somewhat more diffi-
cult detection problem, since signs of DNA engineering cannot be tied
to any yet noticeable problems. Still, any situation where the presence
of unknown engineering is detected raises immediate red flags and
both prompts and enables further analysis. The detection problem
statement in a more general form predates the modern synthetic
biology landscape, as concerns can be found in the literature dating
back to the 1980s about engineered bacteria30, with similar questions
being asked in intervening decades31. It has also been tackled by
researchers interested in detecting genetically modified organisms
(GMOs) in agricultural yields for the benefit of those fearful of con-
suming such products32–34. This problem is nevertheless very much
unsolved due to a variety of challenges faced at several stages. First
accurate sequencing reads must be captured from noisy environ-
ments, then abnormal reads associated with engineerable genomes
must be filtered out from the larger dataset, and finally the abnormal
reads must be analyzed to identify them as containing engineered
sequences. Moreover, the vast variety of potential environments to
survey include several types of human tissues, wastewater, soil, food
supplies, and more35. Each unique environment features different

Fig. 1 | Chronology of a biosecurity threat and appropriate responses. Defining
the “boom” or event that compromises safety as the release of a dangerous bio-
logical agent, there are “left of boom” and “right of boom” security measures.
Highlighted in orange, screening of engineered sequences is a developed and

focused area in biosecurity. In blue, more proactive measures to limit actors in the
design phase, aswell asmore efficientways to respond to an already-released agent
are areas that should be further developed.
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physical challenges and organisms, further complicating the problem
and hindering a universal solution.

A recent Intelligence Advanced Research Projects Activity (IARPA)
program named Finding Engineering-Linked Indicators (FELIX) focused
heavily on the detection problem, with the methods used varying
between different groups36. Some work funded by FELIX aimed to
improve the first step by prototyping an advanced portable sequen-
cing kit that can amplify markers of genetic engineering37. However,
this work is currently unpublished and this step of the problem is
overall in need of muchmore focus. The second step, identifying rare
abnormal reads from an enormous dataset, is tied to metagenomics,
an adjacent but highly relevant field of research. Metagenomics focu-
ses on accurately distinguishing between the sources of different DNA
reads and sequences when taking a sample from a broad environment
rather than a controlled subject38, forming a critical first step in iden-
tifying potential engineered DNA.Mostmetagenomic studies focus on
ecological diversity and microbiome composition, but a significant
amount is nevertheless closely linked and could be adapted to biose-
curity purposes39,40. For example, several instances of clinically-
inspired metagenomics work involve detecting pathogens from
patient tissue samples using next-generation sequencing (NGS) data, in
place of more traditional biopsies or chemical tests used to diagnose
certain pathogen-caused illnesses28,41–43. Metagenomics is thus capable
of identifying unusual DNA sequences with high sensitivity and spe-
cificity within clinically-relevant samples43. In a future where such a
flagged sequencemay signify an engineered agent of biological attack,
this is extremely valuable to biosecurity. However, more investment is
needed tobe able to enable accuratemetagenomic analyses in asmany
unique sampling environments as possible where threats could be
found35. Fine-tuning of the thresholds to flag suspicious reads is also
necessary to avoid either too many false positives to review or too
many false negatives ignored in the context of what will always be an
extremely noisy sample44. When fully developed to be adaptable to
numerous contexts, metagenomic methods can serve as a key initi-
alizing step in a flagging protocol that provokes more detailed exam-
ination and whole-genome sequencing and analysis of suspicious
samples45. This produces an ideal starting dataset of suspicious reads

with maximum context and minimum contamination for downstream
computational approaches46,47.

Other FELIX work focused on these downstream computational
approaches in a variety of contexts and organisms. One group
demonstrated the use of simulation-trained neural networks to detect
genetic engineering in the relatively malleable genomes of model
prokaryotes48. This approach targets prokaryotes because they have
less complex epigenetic and regulatory interactions than multicellular
eukaryotes, such as humans, resulting in a high quantity of possible
edits. The authors chose to use a neural network trained to scan for
numerous unique genetic patterns at once and confidently identify the
presence of specific types of edits. These edits are representative of
what various labs might do, such as genetic region inversion, gene
deletions both full and partial, and insertion of fluorescent proteins48.
Other work focused specifically on yeasts, importantmodel organisms
in genomic work and biomanufacturing applications49. One research
group built a bioinformatics pipeline known as Prymetime that could
assemble yeast genomes from whole-genome sequencing (WGS) reads
and simultaneously detect and annotate signs of genetic engineering.
This pipeline allows a user to evaluate if a given samplemay have been
engineered by an unknown party to either test some form of eukar-
yotic genetic designorproduceadesired substance49.While the recent
work in detection of engineered DNA is very promising, there exist
some shared limitations that highlight the most pressing needs in this
space. These limitations broadly manifest in the form of over-specifi-
city; rigid methods typically work only for specific organisms, require
specific assumptions about the sample to return accurate results, and
perhaps most importantly, can only detect specific kinds of edits with
known key features. The next big advances in this challenge should
manifest in the form of more flexible computational tools that can be
continuously updated and expanded. An example of such an approach
is the tool GUARDIAN, created by several of the same researchers
behind Prymetime50. GUARDIAN incorporates a collection of detection
methods and combines their results together to get a more reliable
consensus on if a sample is engineered50. Although this approach still
has some limitations, such as only being able to reliably detect genetic
inserts, modularization of the individual components in GUARDIAN

Fig. 2 | Workflow of biosecurity agents in response to potential engineered
threats.When faced with real-world situations with many unknown variables,
detection methods establish if there is an engineered element that needs further
investigation. Following this, characterization methods help determine the

properties and purpose of the agent, while attribution methods help establish its
origin. Characterization and attribution work can happen in parallel and their
outcomes can aid the other.
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and standardization of how their results are communicated enables
more extensions, modifications, and incorporations of other methods
going forward50. This is an example of the kind of adaptable approach
that is necessary to match the rapid progress made in biotechnology
and biosecurity policy developments going forward.

Characterization
Determining the purpose or function of engineered DNA detected
in the environment, or any DNA being ordered for synthesis, is
needed in order to perform an accurate threat assessment. Current
DNA screeningmethods focus on identifying hazardous or pathogenic
sequences, the most immediate and dangerous threats. However,
some engineered DNA may not immediately appear to encode
any destructive or adversarial function. Characterization also includes
more advanced understanding of the genetic context that the DNA
operates in. These subtler aspects of characterization are important
when considering that some biological threats, such as a pathogen
with an asymptomatic phase, could propagate without causing sig-
nificant immediate impact. The simplest way to understand any whole
is to understand each of its parts; this logic can be applied to engi-
neered biology, and thus identifying specific genetic parts in an engi-
neered sequence is an essential starting point. This facet of the
characterization problem is manifest in DNA screening; sequences
submitted for synthesis must be rigorously examined to determine if
they encode anything particularly dangerous. Detecting the parts used
in the construction of engineered DNA can critically highlight dan-
gerous functions. This can be accomplished in several ways, the most
basic being to simply run a full-scale best match search using algo-
rithms such as BLAST against a list of pathogen genomes18. However, it
is important to havemore precise and extendablemethods, which can
identify specific genetic parts associated with virulence or patho-
genicity while filtering out large, mostly harmless sequences, and then
utilize these annotated parts in downstream analysis. The foundations
for such methods are likely to come from the synthetic biology com-
munity itself, because there is already a vested interest for designers to
have convenient tools for identification and annotation of specific
genetic parts51. One notable example of such a tool that is open-source
is PlasMapper52. Originally published in 2004, it has undergone sig-
nificant revisions with the most recent updated version, 3.0, being
released and published in 2023. Focused on plasmid design, its goals
are oriented around clear web-based annotation and visualization of
plasmid sequences to help users understand and identify key elements
in their cloning vectors52. Other tools built around slightly different
goals can produce annotated files in the GenBank or Synthetic Biology
Open Language (SBOL) formats, which are more robust at capturing
key sequence information51,53. These tools can be adapted to focus
specifically on identifying potentially dangerous genetic parts and
form a framework for detailed computational analysis of the offending
sequence.

As the primary focus of current screening approaches, the char-
acterization problem also needs the most amount of work dedicated
to preventing deliberate subversion, such as by using de novo proteins
or themasking ofmalicious coding sequences. One example of a novel
and efficient DNA screening method that is specifically open-source,
and explicitly tackles the risk of malicious actors deliberately obfus-
cating the dangerous elements of their sequences, is that of random
adversarial threshold (RAT) screening54. RAT screening demonstrated
effectiveness at stopping theoretical malicious synthetic biologists
from sneaking past screening in a “red team” simulation. Notably, this
method specifically relies on pregenerated predictions of potential
variants and subsets of dangerous coding sequences. A key limitation
is that if the capability of the “red team” to predict how to accurately
modify sequences without losing functionality significantly exceeds
the capability of the biosecurity protocol they are trying to breach,
then their chances of success improve significantly54. This observation

further underscores the importance that biosecurity methods need to
be built on a foundation that is continuously adaptable to the latest
discoveries and approaches, but also reinforces the positive point that
knowledge is power, and advances in biodesign naturally lead to
potential advances in biosecurity.

In the particular case of a dangerous de novo protein design,
characterization analysis bears the burden of not only identifying the
coding sequence within the DNA but also attempting the extra-
ordinarily difficult task of figuring out what the protein actually does.
Sequence-to-function prediction faces many challenges even when
only looking at natural proteins, as themost straightforward approach
of homology-based methods encounters numerous difficulties due to
small sequence or structure differences yielding tremendously differ-
ent functions55. Characterizing de novo designed proteins adds yet
another layer of complexity, especially as they can now be generated
from AI approaches11,20. One proposed way to logistically simplify this
problem enormously is to ensure that all de novo protein design
generation is monitored and cataloged, and continuously update
screening databases accordingly56. However, as with screening itself,
achieving this level of consensus regulation could end up being highly
challenging. When directly faced with the problem itself, some neural
network approaches, particularly convolutional neural networks
(CNNs), have shownpromise topredict denovo structure and function
with reasonable accuracy57. One such tool is DeepGOPlus, which
notably can be tweaked to search only based on motifs, enhancing its
potential for analyzing relatively unknown or novel sequences58.
However, it also does not account for protein interaction networks,
which could limit its ability to identify a protein engineered to target a
specific pathway or binding site58. Once again, as AI methods evolve in
general to enable superior threat design by way of generating
sequence from function, they should also enable superior threat ana-
lysis by way of generating function from sequence. However, this field
of work still has a long way to go, as existing methods currently have
limitations and are not optimized for the specific task of detecting
potential engineered threats. Sometimes direct characterization of the
resulting protein outcomes, such as by examination of a patient
infected by a biological threat, will be necessary.

Beyond recognizing coding sequences of concern, another help-
ful part of characterizing suspicious engineered DNA is to understand
functionality details. A useful analogy to draw here is to that of
improvised explosive devices (IEDs), contemporary security threats
highly relevant today due to the abundance of chemistry and instru-
mentation knowledge and materials. IEDs can be built using electrical
circuits to trigger under certain criteria. In the future, a biological
threat can similarly be configured using increasingly advanced syn-
thetic biologymethods, but simply identifying the circuit in question is
significantly more difficult than the IED equivalent of physical exam-
ination. Computational methods exist to predict genetic circuit
structure from a sequence51, and canbe further sharpenedwith a focus
on dangerous sequences. However, in the absence of rigid test para-
meters representing fully characterized phenomena that anchor
simulations in other disciplines, simulation of the phenotype asso-
ciatedwith unknown genetic engineering can be unreliable in even the
highest quality in silico methods. As with the analysis of protein out-
puts, experimentally evaluating the properties of unknown DNA can
elucidate genetic circuit mechanisms. The ideal approach here is akin
to testing an electrical circuit with specific inputs and outputs in
order to collect more practical data on function59. However, it is very
difficult to design aworkflowor platform todo this that is applicable in
multiple contexts, especially unknown contexts, because divergent
evolution has led to an enormous number of incompatibilities in
interactions between different biomolecules. Furthermore, it is diffi-
cult simply to control the exact inputs of such an experiment precisely
while minimizing confounding variables60. One notable example of
careful control of inputs and measuring outputs in a genetic circuit
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involved adding promoters controlled by light to a genetic circuit and
characterizing the resulting optogenetic circuit behavior based on
analog light input signal strength59. In an analogy to electrical circuits,
light-controlled oscillation generated waveform outputs, mirroring
the use of a function generator and oscilloscope59. Other work imple-
mented a cell-free system to induce circuit behavior independent of
confounding factors from a live cell60. This significantly reduces the
complexity of the experimental model for the circuit, while still pre-
serving the ability to test how varying certain key parameters could
influence gene expression output. The cell-free platform was empha-
sized as being a biological equivalent to a breadboard, as opposed to a
function generator and oscilloscope, when those elements are often
used in tandem to test electrical circuit designs60. Each of these two
platforms is focused on facilitating design, but the concepts used also
have the potential to be used for reverse engineering such designs.
Both papers were also published in 2014, before numerous recent
advances in synthetic biology and design. Although both have been
highly cited in optogenetic and cell-free research, respectively, there is
a gap in discovering the feasibility of applying these concepts to
characterize an initially unknown genetic circuit, rather than testing
and iterating on a purpose-built circuit.

Finally, a greater understanding of the context surrounding sus-
picious DNA sequences could plausibly be elucidated by identifying
themethodsbywhich itwasdesigned and assembled. This is, however,
an extremely difficult task as increasingly popular and accessible
methods like Gibson assembly tend to not leave noticeable scars61, and
the best that can be done is to try and identify certain areas that are
associated with enabling certain kinds of edits; for example, the PAM
sites specific to variousCas9-basedplatforms62. Furthermore, there is a
lack of existing work that has focused on reliably demonstrating the
ability to identify methods of assembly. This is a risky avenue of work
as advances made in it are more likely to be overly specific and swiftly
obsoleted by newer methods. Biosecurity approaches deriving from
synthetic biology design as discussed above are more promising, as
they can be more easily extended alongside developments in the ori-
ginal tools.

Attribution
Determining individual and sometimes vague characterizations of
engineered DNA does not necessarily inform biosecurity experts on
how to counteract a possible threat. Instead, detective work can
potentially yieldmore conclusive results by discovering the origin of a
suspicious sequence. By scanning for specific details that include not
only certain overall build approaches as well as smaller details like
promoter choice that are often innocuous independently, these small
associations and clues can collectively form a best guess picture of
who engineered the sequence in question63. This again can be com-
pared to the case of IED threats, where certain patterns in the con-
struction of devices could be considered hallmarks of a particular
individual or organization. This problem is not necessarily a follow-up
to the characterization problem, but rather one that can be tackled in
tandem. Improvements in and insights gained from characterization
can narrow down some of the detective work involved in attribution.
At the same time, attribution can indirectly lead to better character-
ization. Correct identification of a creator can lead to an immediately
greater understanding of the nature of engineered DNA when con-
sidering the history of the creator’s work. However, attribution comes
with extreme sensitivity risks, as false accusation can lead to inflamed
tensions and increase mistrust. Specific controls in DNA sequences
explicitly designed to validate the identity of the creator can be
extremely useful for avoiding these situations.

Recent work has demonstrated an important foundational step in
detecting the lab-of-origin of an unknown sample63. This approach
involves the use of training a deep neural network to categorize
engineered sequences. The training and validationdatasets were taken

from Addgene sequence databases, beginning by selecting labs with a
significant number of publicly available sequences and from there
randomly selecting some sequences from each lab for either training
or validation. The authors were able to demonstrate that their trained
neural network could include the true lab-of-origin in its top 10 pre-
dictions more than half of the time, marking a decent accuracy stan-
dard that with improvement could be of great help in biosecurity63.
Other work has sought to make more advances in neural network
approaches by incorporating additional features of sequences to
categorize, like phenotypic metadata64,65. These methods are effective
and possibly highly future-proof as machine learning in general
develops, but could run into application issues because of how it may
be difficult to determine exactly why a given lab-of-origin is highly
predicted. An alternative approach proposed an algorithmic solution
to the lab-of-origin problem in place of neural networks66. Their tool,
dubbed PlasmidHawk, also utilized the portfolios of labs with a high
number of publicly available Addgene sequences. However, Plas-
midHawk focuses on aligning a test sequence to a highly expansive
pan-genome assembled from all synthetic sequences in the training
dataset, and then identifying the most likely lab-of-origin based on the
greatest number of successful alignments of significant sub-sequences
of the test sequence. They reported overall greater accuracy of pre-
diction over neural network approaches andwere able to expandupon
their analysis of prediction instead of having to deal with an intrinsic
black box66. However, their work may also be more susceptible to
becoming outdated as engineering methods evolve and neural net-
work approaches are able to more effectively compensate by utilizing
additional parameters64.

Asmultiple approaches to the lab-of-origin problemwithdifferent
strengths and weaknesses continue to be developed, it is highly
plausible that, as with traditional forensic work, the results of multiple
analysis tools and tests can be utilized together to determine a most
likely culprit. This is much like how the detection problem can be
tackled using a concatenation of tools. However, fundamental limita-
tions to all of these methods can still impede an investigation. For
example, simply relying on sources like Addgene for designer patterns
is a flawed assumption in the real world as one could reasonably
assume that malicious actors will not publish their work in such public
resources. Rather, it is possible to easily mask the true creator of a
sequence by methods such as swapping a less important genetic part
for a largely equivalent part primarily used by and thus strongly
associated with another lab63. This would be an easy way to create a
false red flag and frame others. It is precisely for this reason that the
attribution problem includes not only the tracking ofmalicious actors,
but also the verification of proper ones67. There are existing standards
and methods for ensuring that labs working with particularly hazar-
dous biological materials are trustworthy68, and these could be
extended to aid the logistic side of biosecurity attribution.

User verification methods analogous to other security fields are
enabled by the ability to leverage cryptography and its methods upon
DNA data69. In particular, digital signatures can be implemented into
non-coding DNA for the purposes of proper attribution; a specific
section of sequence can be used to validate authorship by a particular
person or organization70. This can lead to two distinct advantageous
flagging scenarios in biosecurity. First, if a DNA signature appears in a
sequence not claimed by the author of the signature, then the
sequence may have been stolen or otherwise misused. Second, if a
trusted author submits a sequence that does not contain their sig-
nature or contains a corrupted signature, this indicates that their
computer system may have been compromised by an outside cyber-
criminal using their credentials to synthesize a threat, a notable novel
angle of biosecurity attack26. This can help resolve and expedite
security concerns associated with researchers conducting properly
supervised and safe research on dangerous biomaterials. It also
simultaneously provides a quickway to identify engineered sequences
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of very serious concern, as the stealing or spoofing of a sequence is a
behavior likely to be associated with that of a malicious actor. There
exist, however, some technical barriers with the technology, such as
potential loss of function associated with inserting necessarily hun-
dreds of base-pair length signatures into DNA, and the risk of muta-
tions compromising the integrity of the signature. Additional work has
sought to create DNA signature methodology that reduces these lim-
itations, but still experiences some signature validation failures in their
experimental results due to factors such as low sequencing quality
leading to failed assembly70. As there can be serious consequences to
get even a single detail wrong in cryptography, more work to expand
upon and ensure near 100 percent reliability could increase the vaia-
bility of this approach. However, there are also fundamental external
barriers against cryptographic signature verification to consider, such
as arguments over copyright and IP protection of genetic parts versus
open source and the reproducibility of work that could benefit science
as a whole71.

The issue of author verification can also be tackled from a more
traditional cybersecurity standpoint. RAT screening is part of the
initiative behind, and has been incorporated into, SecureDNA, a plat-
form designed to facilitate universal, efficient, and effective biose-
curity screening72. SecureDNA includes significant consideration
for the privacy of users, employing cryptographic techniques to
minimize the risk of potential trade secrets being leaked while still
ensuring that thorough hazard screening is conducted. It also critically
contains provisions for users with verified credentials and authoriza-
tion towork with hazardous biomaterials to efficiently bypass the flags
that their sequences will raise when screened72. This is an example of a
useful early step in securing the biodesign process from a baseline
computational level, but there is still a serious lack of widespread
adoption of such methods.

A final concern about the creator of a sequence involves the useof
AI by a designer without significant biological expertise. Currently, AI
use in biodesign is primarily used by experts in areas like de novo
protein design11,20 and metabolic engineering73–76. However, it is pos-
sible that AI use in the future could reach a point where an individual
could gain significant knowledge about biosecurity weaknesses from
LLMs19 and generate complete genetic designs according to vague
initial specifications77,78. This particularly lowers the barrier of entry
involved and raises the risks of an uninformed individual creating and
ordering something that is dangerous, perhaps without even them
realizing it. If AI is relied upon to generate entire circuits, it also may
plausibly do so by referencingmachine-accessible data from literature
and public databases, thus producing attribution patterns that will
resemble existing, legitimate researchers. By building tools specifically
oriented towards detecting that AI was involved in the design of a DNA
sequence, more specific questions could be leveraged to inform reg-
ulators about the risks of AI use in biodesign as well as determine the
capabilities and motivations of the human behind the design. In other
fields where the use of AI has led to controversy, including education
and the arts, it has been found that separate neural networks trained to
detect work produced by AI can be fairly accurate at doing so, though
this could easily change79. Should AI tools evolve into a viable state
such that even an uninformed individual could use them to engineer
dangerous DNA sequences, biosecurity researchers should probe
whether such classification outcomes are also true when said work
manifests as DNA sequences, and do so continuously to be thoroughly
aware of current capabilities.

Discussion and recommendations
The production of engineered DNA and resultant products is becom-
ing increasingly accessible as synthetic biology methods improve.
While this presents an optimistic outlook on how humanity could
benefit from such work, biosecurity is in danger of seriously falling
behind the curve in the creation of tools that can accurately counteract

more malicious applications. A significant amount of present biose-
curity research is leveraged specifically at the screening process prior
to a company’s synthesis of ordered DNA. While screening is an
important and effective funnel point for biosecurity focus, it is not
infallible, and research should be targeted at improving methods and
protocols applicable not only in screening, but before and after to
build a modern, robust biosecurity portfolio. The primary recom-
mendation of thiswork is thatmodernbiosecuritymethods need to be
highly adaptable, both to fit within a security framework with multiple
checkpoints and to keep pace with the rapid evolution of bio-
technology and real-world concerns.

Building such a broad and flexible shield is not an endeavor that
needs to be started from scratch. This work has shown that relevant
expertise and knowledge can and should be derived and translated
from work in related subjects. The pieces for biosecurity to keep pace
with biotechnology are available, and necessarily will be in the future,
but work needs to be put in to assembling these pieces into a func-
tioning whole biosecurity strategy that builds upon the foundation of
current screening methods. In the detection problem, combining
dedicated sampling hardware, metagenomic analysis, and effective
classification software into a cohesive, modular workflow is a key goal.
In the characterization problem, the same synthetic biology methods
that make genetic engineeringmore accessible tomalicious actors are
also sturdy skeletons that should be fleshed out into reverse-
engineering tools for threat assessment. In the attribution problem,
concatenating different software approaches to identifying sequence
lab-of-origin could sharpen the ability to attribute sequences, while
cybersecurity can be developed to aid user verification via both DNA-
based cryptography applications and traditional computer security.

Three major real-world challenges loom in the future of biose-
curity that demand protocols be adaptable enough to avert disaster.
First, biosecurity awareness has raised given recent events80, but this
also biases risk assessment towards human pathogens. While an
engineered pandemic is the biggest immediate threat given current
bioengineering capabilities, dangerous applications of genetic engi-
neering in the future might include other forms of attack, such as an
invasive and pesticide-resistant weed that aggressively populates and
drains nutrients from agricultural fields. Therefore, methods ideally
should be quickly translatable across different species and types of
organisms. Second, malicious actors can aim to specifically break
biosecurity measures. The characterization problem already faces the
risk of actors sneaking dangerous sequences past the current primary
focus of screening, leading to developments like RAT screening54.
Anticipating biosecurity-conscious attacks and devising appropriate
backup solutions to them is critical to staying ahead of the potential
threat curve, and further demands that biosecurity methods be con-
tinuously extendable. Finally, the standardization of tougher biose-
curity mechanisms may hassle customers and drive them towards less
restrictive competitors, including foreign exporters in the absence of
international convention, as seen in previous regulatory efforts suchas
environmental regulations81. In order to reach the compromises that
satisfy the economic and political spheres, biosecurity methods again
must be appropriately adaptable. Fortunately, proper implementation
of any degree of consensus enforcement can serve as a strong deter-
rent. It is possible to create biosecurity protocols that meet these
demands and can naturally evolve in capability alongside biotechnol-
ogy itself. However, doing so will require an expansion of current
biosecurity focus to enlist the expertise of relevant adjacent fields and
develop more varied tools with a foundational emphasis on adapt-
ability. In so doing, the safety of humanity canbe securedwhile it reaps
the benefits of the great advances made in biotechnology.
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