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Abstract 

Background  Undetected atrial fibrillation (AF) poses a significant risk of stroke and cardiovascular mortality. How-
ever, diagnosing AF in real-time can be challenging as the arrhythmia is often not captured instantly. To address this 
issue, a deep-learning model was developed to diagnose AF even during periods of arrhythmia-free windows.

Methods  The proposed method introduces a novel approach that integrates clinical data and electrocardiograms 
(ECGs) using a colorization technique. This technique recolors ECG images based on patients’ demographic informa-
tion while preserving their original characteristics and incorporating color correlations from statistical data features. 
Our primary objective is to enhance atrial fibrillation (AF) detection by fusing ECG images with demographic data 
for colorization. To ensure the reliability of our dataset for training, validation, and testing, we rigorously maintained 
separation to prevent cross-contamination among these sets. We designed a Dual-input Mixed Neural Network 
(DMNN) that effectively handles different types of inputs, including demographic and image data, leveraging their 
mixed characteristics to optimize prediction performance. Unlike previous approaches, this method introduces 
demographic data through color transformation within ECG images, enriching the diversity of features for improved 
learning outcomes.

Results  The proposed approach yielded promising results on the independent test set, achieving an impressive 
AUC of 83.4%. This outperformed the AUC of 75.8% obtained when using only the original signal values as input 
for the CNN. The evaluation of performance improvement revealed significant enhancements, including a 7.6% 
increase in AUC, an 11.3% boost in accuracy, a 9.4% improvement in sensitivity, an 11.6% enhancement in specific-
ity, and a substantial 25.1% increase in the F1 score. Notably, AI diagnosis of AF was associated with future cardio-
vascular mortality. For clinical application, over a median follow-up of 71.6 ± 29.1 months, high-risk AI-predicted AF 
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patients exhibited significantly higher cardiovascular mortality (AF vs. non-AF; 47 [18.7%] vs. 34 [4.8%]) and all-cause 
mortality (176 [52.9%] vs. 216 [26.3%]) compared to non-AF patients. In the low-risk group, AI-predicted AF patients 
showed slightly elevated cardiovascular (7 [0.7%] vs. 1 [0.3%]) and all-cause mortality (103 [9.0%] vs. 26 [6.4%]) than AI-
predicted non-AF patients during six-year follow-up. These findings underscore the potential clinical utility of the AI 
model in predicting AF-related outcomes.

Conclusions  This study introduces an ECG colorization approach to enhance atrial fibrillation (AF) detection using 
deep learning and demographic data, improving performance compared to ECG-only methods. This method is effec-
tive in identifying high-risk and low-risk populations, providing valuable features for future AF research and clinical 
applications, as well as benefiting ECG-based classification studies.

Keywords  Atrial fibrillation, Demographic information, Deep learning, Dual-input mixed neural network, ECG 
colorization, Sinus rhythm

Background
Atrial fibrillation (AF) is a common cardiac arrhythmia 
that increases the risk of stroke, heart failure, and even 
death. Its diagnosis relies on the recording of the diag-
nostic rhythm on electrocardiograms (ECGs). However, 
the early use of ECG in diagnosing AF disease is subject 
to several limitations. One major limitation is the reli-
ance on capturing AF episodes during medical evalua-
tion, which can be challenging due to AF’s intermittent 
and self-terminating nature. Patients may not exhibit 
arrhythmia during the assessment, leading to underdi-
agnosis. This constraint could lead to missed chances for 
early AF intervention, raising risks like stroke and mor-
tality. AF is a complex disease often caused by underly-
ing cardiac pathologies, such as structural heart disease, 
hypertension, or valve abnormalities. These underlying 
conditions can precipitate the onset and progression of 
AF and potentially be detected during sinus rhythm (SR) 
[1, 2]. Early approaches by machine learning may only 
partially consider subtle or hidden ECG features that may 
indicate an AF attack [3, 4]. With the advancement of 
artificial intelligence (AI) technology [5–7], these hidden 
ECG features can be analyzed and used for AF diagnosis 
even without overt arrhythmia. However, the diagnostic 
performance of these deep learning algorithms still needs 
improvement. Although AF detection by AI algorithm 
is probably superior to the usual practice (hazard ratio: 
2.85), more than 92.4% of patients diagnosed as high risk 
did not have AF [5]. Furthermore, AI risk stratification 
is not linked to clinically relevant outcomes, including 
stroke or cardiovascular death.

Enhancing diagnostic performance is essential for 
implementing AI-assisted AF diagnosis at SR in real-
world clinical settings [1, 2, 5–7]. This can be achieved 
by integrating comprehensive patient data like medi-
cal history, risk factors, and imaging findings into the 
AI algorithm [6]. Employing image processing tech-
niques to convert ECG signals into images enhances fea-
ture analysis and might allow AF detection even during 

non-arrhythmic periods. Unlike the traditional focus on 
signal variations, this approach embraces color, shape, 
and texture for nuanced feature learning. Including richer 
patient data through color in ECG images facilitates intri-
cate feature learning while maintaining the connection 
between medical conditions and clinical information. 
This innovation might foster a more robust and precise 
AF diagnosis model.

In the present work, we transfer the graphical repre-
sentation of electrocardiograms through color trans-
formation accompanied by clinical information. By 
embedding age details within the color-coded ECG 
images, we enhance the capability to discern AF, lever-
aging a dual-input mixed neural network architecture. 
Incorporating AI-assisted AF diagnosis into the tradi-
tional risk assessment enhances the categorization of 
patients based on their susceptibility to cardiovascular 
and overall mortality. Incorporating both patients’ clini-
cal information and ECG features into the image pro-
cessing significantly improves the diagnostic accuracy of 
AF, which holds the potential to transform AF screen-
ing and advance patient outcomes by enabling early 
interventions.

Methods
This paper develops an AI model for recognizing poten-
tial AF patients by sinus rhythm ECG. The general plan 
structure is displayed in Fig. 1. We propose a novel idea 
in order to permit the model to learn all the more suc-
cessfully the ECG distinctions between patients. We 
transform demographic information into a coloring pal-
ette for more efficient processing to recolor the patient’s 
ECG to expand the advantage of image informational 
learning.

The more significant part of the past studies zeroed in 
on the learning of the original ECG signal or the ensem-
ble learning of the clinical helper information and ECG, 
and no study has been done to add color information 
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to the images by directly infusing the clinical helper 
information into the images in a color-coded way. 
Accordingly, we should utilize this review to look at the 
presentation distinction between the two. We propose a 
Dual-input Mixed Neural Network (DMNN) framework 
that combines patients’ ECG images and demographic 
information. The framework uses two training input data: 
the first being the image. We filter the sinus rhythm ECG 
from the original XML file and obtain 12 leads numeri-
cal data. Our developed program reproduces images 
similar to the Philips machines’. After completing the 
ECG image, we can quickly obtain the pixel values of the 
images and observe the spatial correlation between the 
leads more efficiently. Besides the location relationship 
between objects in an image being an influential feature 
in image classification, another significant feature is the 
image’s color. This part is often neglected in ECG stud-
ies. Because of this, we hope to enhance the feature of 
ECG image learning. We inject demographic information 
into ECG images by coloring them with rainbow color-
map mapping in Matplotlib as one of the inputs for deep 
learning.

The second part of the dataset is numerical demo-
graphic data as another input for training. That data is 
put into the backbone network in two forms for deep 
learning. This chapter first describes the various datasets 
used in this study. It then explains signal processing, the 
network architecture design, implementation, and train-
ing, and finally explains the metrics used for evaluation.

Materials
We included all patients aged 20 years or older who had 
at least one digital, normal sinus rhythm, standard 10-s, 
12-lead ECG acquired from the Taipei Veterans Gen-
eral Hospital (TVGH) database between January 2009 
and December 2017. We excluded patients with AF if 
their ECGs were obtained AF ECG through all the ECG 
recordings, those with poor ECG image quality, and those 
with a diagnosis code for atrial fibrillation but no ECG 
documentation to confirm the condition to eliminate 
diagnostic ambiguity. ECGs indicating paced rhythms 
were also excluded from the study. Ultimately, the cohort 
comprised 13,930 patients with 38,871 standard 12-lead 
sinus rhythm ECGs, all of whom had well-documented 
clinical and imaging data at the study’s outset. The ECGs 

Fig. 1  Program flow diagram
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were recorded using the Philips M4994 device, with a 
sample rate of 500  Hz. All experimental protocols were 
approved by the Institutional Review Board (IRB) of the 
Taipei Veterans General Hospital, where data collection 
was performed. Based on medical diagnostic reports, 
patients were classified into two categories: atrial fibril-
lation (AF) and non-atrial fibrillation (NAF). AF patients 
were defined as those who had their first recorded ECG 
as the index ECG during the study period annotated as 
atrial fibrillation (including atrial flutter). Any subse-
quent sinus rhythm ECGs recorded after the index ECG 
were categorized as AF. Conversely, NAF patients had 
no detected records of atrial fibrillation throughout the 
study period additionally without reference to AF in 
the diagnostic codes in their electronic medical record, 
and all their sinus rhythm ECGs were classified as NAF. 
According to the patient identity numbers, 80% were in 
the training set (11,143 patients), and 20% were in the 
test set (2,787 patients), with a 1:3 ratio between AF and 
NAF. A statistical analysis of the training and test data 
is displayed in Fig. 2. A patient cannot be classified into 
both the training and test sets at the same time to pre-
vent cross-contamination, as shown in Fig.  3. However, 
the same patient could have multiple ECG recordings at 
different time points and be only grouped into a single 
side dataset.

Signal processing
The sinus rhythm ECG was used as the module train-
ing data source. Philip’s machine produces ECG signals 
in XML format, and the patient’s personal information, 
previous medical records, and ECG signal value are 
extracted for input characteristics of the module develop-
ment. Analyze the XML text file using an SPxml parser 
to obtain the patient number, medical record number, 

gender, age, ECG acquisition date, and sinus rhythm tag. 
The AI module will utilize these demographic values as 
one of its input data. We use a specially developed ECG 
generator to standardize and denoise the data. The first 
step is to filter out noise from all ECGs. Low-frequency 
noise from breathing or patient movement, which typi-
cally causes baseline drift in ECGs, is removed using a 
high-pass filter to remove frequencies below 1 Hz. A low-
pass filter removes excessive frequencies to ensure the 

Fig. 2  Patient flow diagram. A separate dataset was taken out of 2018 (B data) for extra validation, and data before 2018 (A data) was split 
into training, validation, and test sets. ECG = electrocardiograph

Fig. 3  Ensure that training, validation, and test data sets are kept free 
of cross-contamination. The goal is to ensure a robust and reliable data 
set for the network’s training, validation, and testing. Once a patient’s 
data is placed in one of the datasets, that patient’s data is only used 
in that set, thus avoiding “cross-contamination” between training, 
validation, and testing datasets. A list of four patients (P1, P2, P3, 
and P4) and P1-D1, P1-D2, and P1-D3 represent three different ECGs 
taken by patient1 at different dates and times
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ECG signals are free from high-frequency noise. The sec-
ond step is to transpose the input of the 12-lead ECG. We 
conducted experiments to confirm the robustness and 
accuracy of the model. The input ECG datasets consist 
of 12 leads, each containing 5000 time points, sampled 
at a frequency of 500 Hz. After transposition, the input 
ECG is set to have a time step of 5000, with the input data 
for each time step having a size of 12. This configura-
tion allows the DMNN model to process the information 
from each time point for all leads sequentially. The gen-
erator then extracts signal values from these 12 leads and 
converts them into 10-s 12-lead ECG images.

Next, we will colorize the ECG images, and the col-
oring rules are shown in Fig.  4 and Eqs.  (1)-(3). Each 
patient’s ECG is assigned a color regarding the patient’s 
age which is the most distinctive feature. The following 
briefly describes how the ECG is colored: First, a palette 
color range is defined, here set to 150, meaning that all 
patient ages are included. Equation (1) maps age to color 
space location:

where age is the patient’s age in years, cage is the corre-
sponding color space location, and ⌊·⌋ denotes the floor 
function. In (2), SCPhex denotes the hexadecimal color 
space representation of the rainbow color palette. From 
rainbow color palette, a color space location is selected in 
the #x1y1x2y2x3y3 representation to correspond to the age 
space location.

where SCPhex is a function that returns the hexadecimal 
color code from the rainbow color palette at the given 
position, and color is the selected color. The color is then 
converted to the RGB space representation by (3).

(1)cage =
[ age

150

]

× 150

(2)color = SCPhex

cage

150

where x1, y1, x2, y2, x3, and y3 are the hexadecimal digits 
of the color code in #x1y1x2y2x3y3 format, and (R, G, B) 
is the corresponding RGB color value. The ECG will be 
re-colored with this color, and patients of different ages 
will have different colors of ECG, as shown in Fig.  4. 
Using the above method, the characteristic information 
of age can be enlarged to the whole image. In addition, 
the original correlation between age and disease can be 
maintained.

In contrast with the traditional approach, they do not 
consider color but only numerical values or waves of 
leads in space. For image classification, color is also a 
key feature. Performance can be improved by making 
efficient use of the correspondence between numeri-
cal values and color. The colorized image is used as the 
second input to the model. Lastly, the deep learning 
model is trained based on dual input. As a side note, we 
are focusing on a change in wave patterns. To avoid the 
influence of grid features, we remove the grid and patient 
record data from the image. The final generated image 
is used as training data and test data. We present a dual 
input model that creatively integrates ECG images with 
demographic data. We describe our approach of mapping 
demographic features onto a color space and applying 
this innovative color-coding directly to the ECG images. 
This technique transforms demographic data from sim-
ple numerical values into a visually colorized distinct 
format and enriches the waveform data. By converting 
demographic information into appropriate colors for dif-
ferent groups, we enhance the model’s ability to identify 
complex patterns. This increased variety and spatial rep-
resentation of image features enriches the interpretative 
depth of our model and exploits the inherent correlations 
between clinical and demographic data. These advances 
significantly improve the performance and classification 
capabilities of our model.

(3)(R,G,B) =
(

16x1 + y1,16x2 + y2,16x3 + y3
)

Fig. 4  The ECG coloring mechanism converts to rainbow color distribution according to age-feature values. A maximum age range is set 
as the color distribution range, and each patient’s age is mapped to a color (HTML color) in #RRGGBB format. The patient’s ECG was recolored 
with updated R, G, and B values converted from HTML color to (R, G, B) tuples. By age-coding ECG coloring, a simple single feature value is amplified 
and strengthened while maintaining a correlation between age and disease
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Network design and training
To predict atrial fibrillation, we designed a Dual-input 
Mixed Neural Network. Figure  5 shows the framework 
diagram for this model. As mentioned earlier, we com-
bine two types of training data (colored ECG images 
and demographic data) and input them into the train-
ing model. Our development is based on the Xception 
backbone model due to its efficiency and suitability 
for our limited hardware resources, which made it the 
most practical choice for our needs. To address the 
issue of data imbalance, we employed a technique that 
automatically assigns balanced class weights, which 
are inversely proportional to their respective frequen-
cies. This approach ensures that the model is not biased 
towards more frequent classes. Utilizing a pre-trained 
model from ImageNet [8] for transfer learning, we 
selected binary cross-entropy as our loss function due 
to its suitability for binary classification problems. For 
hyperparameter optimization, we harnessed the power 
of the Hyperband search algorithm. This efficient algo-
rithm thoroughly explores the hyperparameter space, 
enabling us to identify the optimal settings. To counter 
the risk of overfitting, we introduced L2 regularization 
[9]. This technique, by adding a penalty proportional to 
the square of the magnitude of the model coefficients to 
the loss function, effectively reduces the model’s com-
plexity and prevents it from fitting noise in the training 
data. ImageNet [8], a significant visual database designed 
for visual object recognition software research, played a 
pivotal role in our transfer learning process. It provided a 
robust starting point, allowing us to leverage pre-trained 
weights and make substantial improvements to our mod-
el’s performance. We also implemented L2 regularization 
[9], a widely used technique in machine learning, to pre-
vent overfitting by penalizing large coefficients and pro-
moting simpler models. Following the 20-fold validation 
evaluation, we evaluated the AUC, accuracy, sensitivity, 

specificity, and F1 scores. We selected the patient as the 
target in the data selection process and adopted measures 
to prevent cross-contamination. If a patient has multiple 
ECGs, the patient’s data may be included in training and 
the test sets. These ECGs may be related to each other, 
resulting in cross-contamination problems. To avoid this 
issue, in this study, all ECGs from the same patient will 
only appear in either one training set or one testing set 
when selecting data collection.

The DMNN model combines numerical classification 
data and image data to handle different types of inputs 
in a more beneficial way for prediction performance and 
incorporates the mixed characteristics of the data into 
the training model. Figure 5(a) shows the ECGs with col-
oring. Ages that are close to each other are configured 
with similar colors. When a particular age group has 
a high incidence rate, the weight for that color will also 
increase. Figure 5(b) is the demographic data. The label 
for each patient corresponds to two input forms. The first 
input form is pixel-format image data, and the second is 
primary patient data with numerical classification. Next, 
combine the two inputs and train the model. Prediction 
models are developed by combining information from 
various data sources. We propose a framework that is sig-
nificantly more flexible than the neural network trained 
only on ECG signals. Since hardware resources are lim-
ited, we chose Xception, which increases computational 
efficiency without increasing network complexity (model 
parameters), as the backbone network. The trained mod-
els were validated with three data sets: the validation set 
(20-fold), the pre-2018 test set, and the 2018 independent 
test data. The proposed network architecture is evalu-
ated by assuming the class containing AF signals as the 
positive class and using various metrics to measure its 
performance. These metrics include accuracy, sensitivity, 
specificity, F1 score, and AUC (Area Under the Curve).

Fig. 5  The architecture of a Dual-input Mixed Neural Network with ECG coloring technology (a) generates colored ECG based on the patient’s 
demographic information. The conversion mechanism is illustrated in Fig. 4. The demographic information (b) in the original numerical format 
is treated as another input data and put into (c) together with (a). Xception is used as the backbone for model training. The final prediction of AF 
and Non-AF prediction models are obtained
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•	 True Positive (TP) is the number of AF signals that 
are correctly classified as such.

•	 False Positive (FP) is the number of signals without 
AF incorrectly classified as AF.

•	 True Negative (TN) is the number of signals without 
AF that are correctly classified as such.

(4)Accuracy =
TP + TN

TP + FP + TN + FN

(5)Sensitivity =
TN

TP + FN

(6)Specificity =
TN

TN + FP

(7)Precision =
TN

TP + FN

(8)F1 score = ×
Sensitivity× Precision

Sensitivity+ Precision

•	 False Negative (FN) is the number of AF signals 
incorrectly classified without AF.

Results
Among 13,930 patients, the distribution between AF 
and NAF groups was at a 1:3 ratio, with 3,480 patients 
in the AF group and 10,450 patients in the NAF group. 
The performance of the proposed network architecture 
is evaluated using various metrics, including accuracy, 
sensitivity, specificity, F1 score, and AUC. The evaluation 
compares the input data as signal values (Scenario I) with 
colored ECG images (Scenario II) in Sect. 3.1. Section 3.2 
proposes a risk-scoring algorithm for clinical application 
(Fig. 6), which classifies patients into high-risk and low-
risk populations based on CHA2DS2-VASc risk scores 
and AI prediction.

Evaluation of performance measures
We compare the input data as signal values (Scenario I) 
with our colored ECG images (Scenario II). The results 
of the experiment between the two are recorded in 
Table 1. The data results in the table are calculated using 
the threshold defined by the optimal sensitivity and 

Fig. 6  Integrating Clinical Risk Scoring with AI Prediction in the Clinical Workflow. An ECG from a specific patient, captured using a 12-lead system, 
is initially categorized based on the CHA2DS2-VASc score: men with a score ≥ 2 and women with a score ≥ 3 are classified as high-risk. Conversely, 
men with a score of 0 or 1 and women with scores of 0, 1, or 2 are deemed low-risk. This classification is based on the presence of associated 
comorbidities. Upon classification, the ECG is processed through the AI model, which predicts the risk as either AF or non-AF for both the high-risk 
and low-risk groups. The resultant cardiovascular and all-cause mortality risks are represented in blue, green, orange, and red, corresponding 
to the survival curves illustrated in Fig. 8. Of paramount concern is the high-risk group where AI predicts AF. Individuals within this category 
require intensive monitoring due to the significantly elevated cardiovascular and all-cause mortality rates. Conversely, the remaining populations 
necessitate regular follow-ups, which are deemed adequate

Table 1  Overall classification results for AF

Models Inputs Coloring Dataset Accuracy Sensitivity Specificity F1 score AUC​

CNN (Xception) Signal (Voltage) No Validation (Best) 0.860 0.842 0.863 0.645 0.919

Validation (Avg.) 0.842 0.800 0.850 0.607 0.892

Test (< 2018) 0.867 0.803 0.882 0.695 0.903

Test (2018) 0.698 0.720 0.696 0.314 0.758

DMNN (Xception) Colored Image (Pixel) 
+ Demographic

Yes Validation (Best) 0.951 0.906 0.958 0.848 0.972

Validation (Avg.) 0.955 0.894 0.966 0.858 0.964

Test (< 2018) 0.939 0.847 0.960 0.839 0.945

Test (2018) 0.782 0.761 0.784 0.400 0.834



Page 8 of 13Chen et al. BMC Medical Research Methodology          (2024) 24:318 

specificity that maximizes sensitivity + specificity—1 
(based upon the Youden index [10]) for all metric perfor-
mance evaluations.

The DMNN network demonstrated compelling perfor-
mance on the test set, showcasing an AUC of 94.5%, ac-
curacy at 93.9%, sensitivity reaching 84.7%, specificity of 
96%, and an F1 score of 83.9%. When tested on an inde-
pendent dataset from beyond the classified 2018 dataset, 
the AUC was 83.4%. For the evaluation of AUC perfor-
mance improvement, the DMNN architecture exhibited 
a 4.2% enhancement over the signal-based CNN model 
in the pre-2018 test set. Moreover, in the 2018 independ-
ent test data, the DMNN architecture achieved a perfor-
mance boost of 7.6% compared to the signal-based CNN 
model. These outcomes notably outperformed the use of 
solely original signal values as input for the convolutional 
network. The ROC curves of DMNN for AF in valida-
tion, pre-2018, and 2018 independent test data are shown 
in Fig.  7. Figure  7(a) shows the fifth fold of the 20-fold 

cross-validation (with the highest AUC). Figure  7(b) 
contains the test set before 2018. Figure 7(c) displays the 
ROC curve of the independent test dataset for 2018. We 
adjusted the diagnostic thresholds of AUC for AF detec-
tion including high sensitivity (sensitivity score greater 
than or equal to 90%), sensitivity = specificity, and origi-
nal (threshold = 0.5). These thresholds have been applied 
in the clinical diagnostic tools [11]. For example, in 
Fig. 7(b), the threshold difference is shown for high sen-
sitivity (threshold = 0.12), sensitivity = specificity (thresh-
old = 0.15), and original cases (threshold = 0.5).

Clinical risk scoring combined with AI prediction
A risk-scoring algorithm was proposed for clinical 
application (Fig.  6). A total of 2,787 patients in the test 
set (Pre-2018) were applied according to the guideline-
based risk scores (Supplementary Table s1) [12–14]. 
Patients were divided into high-risk (Table 2, male with 
CHA2DS2-VASc scoring ≥ 2; female with CHA2DS2-VASc 

Fig. 7  Dual-input Mixed Neural Network with varying threshold models for (a) optimized AUC split validation, (b) testing data ranging from 2009 
to 2018, and (c) individual testing data in 2018

Table 2  Basic characteristics of the study population

Values are numbers and percentages (%) of the variables or the mean ± standard deviation. 

Abbreviations: CHF chronic heart failure, DM diabetes mellitus, HTN hypertension, TE thromboembolism, TIA transient ischemic attack
* Prior vascular diseases included prior myocardial infarction, peripheral artery disease or aortic plaque

Baseline Group 1 Group 2 Group 3 Group 4 p value
characteristics (N = 410) (N = 1168) (N = 845) (N = 364)

Age 47.5 ± 14.1 49.4 ± 14.7 73.4 ± 11.5 77.1 ± 10.8 < 0.001

Male, n (%) 172 (42) 577 (49.4) 508 (60.1) 236 (64.8) < 0.001

HTN, n (%) 53 (12.9) 204 (17.5) 624 (73.9) 276 (75.8) < 0.001

DM, n (%) 17 (4.2) 40 (3.4) 330 (39.1) 129 (35.4) < 0.001

CHF, n (%) 2 (0.5) 21 (1.8) 115 (13.6) 164 (45.1) < 0.001

Prior stroke/ TIA/ TE, n (%) 0 (0) 0 (0) 142 (16.8) 101 (27.8) < 0.001

Prior vascular diseases, n(%)* 4 (1) 3 (0.3) 67 (7.9) 57 (15.7) < 0.001



Page 9 of 13Chen et al. BMC Medical Research Methodology          (2024) 24:318 	

scoring ≥ 3) and low-risk (male with CHA2DS2-VASc 
scoring 0 and 1; female with CHA2DS2-VASc scoring 0, 
1 and 2) populations. The patients were followed for a 
period of 71.6 ± 29.1  months since the ECG test. In the 
high-risk population during six-year follow-up, AI-
predicted AF patients had higher cardiovascular mor-
tality (AF vs. non-AF; 47 [18.7%] vs. 34 [4.8%] patients, 
p < 0.001) and all-cause mortality (176 [52.9%] vs. 216 
[26.3%] patients, p < 0.001) than AI-predicted non-AF 
patients by the Kaplan–Meier survival analysis (Fig.  8). 
In the low-risk population, AI-predicted AF patients had 
marginally higher cardiovascular (7 [0.7%] vs. 1 [0.3%] 
patients, p = 0.515), and all-cause mortality (103 [9.0%] 
vs. 26 [6.4%] patients, p = 0.067) than AI-predicted non-
AF patients during six-year follow-up.

Discussion
There are several challenges to be addressed in this 
research. Firstly, the prediction of concealed atrial fibril-
lation relies on identifying its diagnostic features from 
normal electrocardiograms (ECGs) that exhibit a sinus 
rhythm. Clinicians cannot diagnose atrial fibrillation 
solely based on these ECGs. Secondly, various comor-
bidities have made training more challenging when 
conducting binary classification problems for atrial 
fibrillation (AF) and non-AF cases. In previous studies 
[15–20], machine learning techniques were used to clas-
sify 12-lead ECG signals. There have been several stud-
ies using deep learning for classification [1, 2, 21–28] and 
studies using single-lead classification [29–32]. Other 
studies have employed deep learning convolutional 
training and machine learning classifiers for AF classi-
fication [33, 34]. Moreover, some studies have incorpo-
rated demographic information into ensemble learning 

[35] and analyzed AF prediction according to different 
demographic groups [6]. This article introduces a novel 
approach incorporating demographic information into 
the image transfer process using 12-lead signal values. 
The demographic features are mapped to different colors 
within the rainbow to recolor the original ECG image. 
For example, this method ensures that ECGs of patients 
aged 30 and 70 are visually differentiated based on their 
demographic characteristics [36]. The study makes sig-
nificant contributions in two main areas: (1) Using chro-
matics and images combined with the dual input model 
containing demographic information enhances fea-
ture learning efficiency, enables comprehensive sample 
learning, reduces training time, and improves predic-
tion accuracy. (2) The precise screening of AF patients 
is essential to reduce clinical waste. By combining the 
CHA2DS2-VASc clinical risk scoring with the predicted 
results from the DMNN atrial fibrillation AI model, 
patients can be categorized into high-risk, moderate-risk, 
and low-risk groups. This twofold check component ena-
bles more accurate identification of patients requiring 
clinical attention. The study’s results demonstrate that AI 
can effectively utilize ECGs recorded during normal sinus 
rhythm to detect atrial fibrillation, which is typically eas-
ily accessible and cost-effective. The ability to identify 
undetected atrial fibrillation through these tests has sig-
nificant practical implications, particularly in screening 
and managing atrial fibrillation patients. Furthermore, it 
provides valuable decision-making support for cardiol-
ogy specialists in outpatient diagnoses.

DMNN framework in ECG analysis
Image classification is a mature technology in deep learn-
ing that can effectively distinguish differences between 

Fig. 8  Kaplan–Meier survival curves for AI-classified AF or non-AF patients. AI-predicted AF: patients classified by the AI model as having AF. 
AI-predicted non-AF: patients classified by the AI model as having non-AF. a Cardiovascular mortality. b All-cause mortality. AF, atrial fibrillation; AI, 
artificial intelligence
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images by learning graphics’ shape, color, and texture 
features. Image classification has been widely used in 
many research areas, such as facial recognition and traf-
fic violation enforcement. However, image classification 
has yet to be extensively studied in the ECG classification 
of medical field. In early ECG classification problems, 
machine learning [16–19] or deep learning techniques 
[1, 23, 24] were developed directly by reading ECG sig-
nal patterns. There needs to be more research that re-vis-
ualizes ECG signal patterns into images and then trains 
deep learning models. In addition, the coloring clustering 
approach of ECG images is first proposed in this study. 
It decisively overcomes the problems of not being able 
to color ECG signal patterns directly (because it is not 
pixel-based) and ignoring the critical use of color features 
in image classification while only considering the wave-
form features (shape) of ECG images. This new method 
learns the variations of ECG waveforms and, importantly, 
injects demographic feature clustering (represented by 
different colors). For patients of the same age group, the 
relationship between waveform (shape), age (color), and 
disease is extended, rather than just the relationship 
between waveform (shape) and disease. The use of the 
ECG coloring method with dual input and image trans-
formation in experimental results has shown significant 
improvements in performance metrics compared to 
traditional models that only utilize machine signal volt-
age values. In the pre-2018 test set, there was a 4.2% 
increase in AUC performance, a 7.2% increase in accu-
racy, a 4.1% increase in sensitivity, and a 7.8% increase in 
specificity. In the 2018 independent test data, there was 
a 7.6% increase in AUC performance, an 11.3% increase 
in accuracy, a 9.4% increase in sensitivity, and an 11.6% 
increase in specificity. Additionally, the F1 score showed 
an 8.6% improvement in the pre-2018 test set and a 
25.1% improvement in the 2018 independent test data. In 
addition, our model showed significant performance in 
clinical trials, and we will next discuss the experimental 
analysis of clinical applications.

An Innovative approach using hierarchical AI‑Assisted ECG 
screening
Diagnosing AF can be challenging, primarily due to 
its intermittent and often asymptomatic nature. The 
under-diagnosis of AF is tied to increased adverse car-
diovascular outcomes including stroke, heart failure, 
and mortality. Therefore, various risk prediction models, 
such as the FHS (Framingham Heart Study) [37], ARIC 
(Atherosclerosis Risk in Communities Study) [38], and 
CHARGE-AF (Cohorts for Heart and Aging Research in 
Genomic Epidemiology–Atrial Fibrillation) score [39], 
have been proposed. However, these models rely heav-
ily on extensive clinical variables, some of which are not 

easily accessible, particularly for general practitioners. 
These include parameters like heart murmurs and echo-
cardiographic readings. Moreover, their predictive accu-
racy remains unsatisfactory, with AUCs hovering around 
0.77 to 0.78.

Several AI-assisted ECG algorithms are capable of 
detecting AF during sinus rhythm with AUCs of 0.79 to 
0.87 [1, 5–7]. One of these algorithms has been tested in 
the multicenter clinical trial [5]. The AI-guided targeted 
screening approach increased the yield for atrial fibril-
lation detection and could improve the effectiveness of 
atrial fibrillation screening. However, it’s concerning 
that overdiagnosis risk might be significant, given that 
more than 92.4% of patients initially classified as high-
risk did not manifest AF. Furthermore, a critical ques-
tion looms over whether the AI algorithm designed for 
AF detection during sinus rhythm can effectively distin-
guish adverse cardiovascular outcomes. The determina-
tion of the AI algorithm’s clinical relevance in the context 
of stroke or mortality could potentially reshape clinical 
decision-making and prompt early interventions, includ-
ing the consideration of anticoagulants [12]. Our model 
has demonstrated a diagnostic performance that is com-
parable to previous models. Moreover, when incorpo-
rated into AF risk scoring for stroke, the current model 
exhibits the potential to enhance risk differentiation for 
cardiovascular and overall mortality. Within the subset 
of patients with high stroke-risk scores, noteworthy car-
diovascular and all-cause mortalities were observed dur-
ing long-term follow-up among those with AI-predicted 
AF, in contrast to those without such predictions. In this 
context, it is imperative to arrange comprehensive ECG 
monitoring to validate AF diagnoses, aligning closely 
with existing diagnostic and treatment protocols [10]. 
Conversely, within low-risk AF populations, survival 
rates remained consistently modest both among AI-pre-
dicted AF patients and non-AF individuals. This finding 
suggests that due to the limited morbidity risks associ-
ated with AF in these cases, the survival advantages of 
screening this group are marginal.

In the clinical scenario and practice, while the risk of 
overdiagnosis cannot be overlooked, the use of AI sig-
nificantly enhances the ability to detect undetected AF, 
which is crucial for preventing serious outcomes such 
as stroke and cardiovascular mortality. To mitigate the 
issue of false positives, the AI model should be integrated 
into a structured clinical workflow where its predictions 
serve as an initial screening tool, followed by confirma-
tory tests, such as 24-h Holter, 7-day, 14-day or 30-day 
ECG patches or longer ECG monitoring, before any 
invasive procedures are undertaken. This approach not 
only preserves the clinician’s judgment but also reduces 
unnecessary patient anxiety and treatment. Furthermore, 
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the early detection and management of AF facilitated by 
AI can lead to significant healthcare savings by avoiding 
the costs associated with treating advanced-stage cardio-
vascular conditions. Therefore, the clinical and economic 
advantages of using AI for AF detection strongly support 
its adoption in medical practice, provided it is used judi-
ciously within a robust diagnostic framework.

Limitations
One limitation of our study is the potential geographic 
and demographic bias, as our initial dataset was derived 
from a single institution. Additionally, while our innova-
tive approach of color-coding demographic information 
into ECG images has shown promising results, its effec-
tiveness needs further validation across diverse popula-
tions, institutions, and different types of equipment. We 
achieved an AUC of 83.4% in our initial validation using 
an independent dataset from 2018, but ongoing evalua-
tions are necessary to ensure the model’s robustness and 
generalizability in varied clinical settings in the medical 
community. A pragmatic randomized controlled trial is 
essential to validate our AI model across a diverse patient 
population.

In this study, we represent an initial approach to utiliz-
ing a color-coding mechanism with demographic data 
for feature enhancement. Collecting more physiological 
parameters may further enrich the color mapping pro-
cess across different leads, capturing a broader range of 
features. This expansion could enhance the model’s abil-
ity to discern nuanced variations and improve classifica-
tion performance. Therefore, future research exploring 
these methods and integrating more advanced machine 
learning models may enhance prediction accuracy and 
overall robustness.

Conclusions
This study introduces a novel approach to enhance atrial 
fibrillation (AF) detection using deep learning and demo-
graphic data, improving performance compared to ECG-
only methods. This method effectively aids in identifying 
high and low-risk populations, offering valuable features 
for future AF research and clinical applications, while 
also benefiting ECG-based classification studies.
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