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Ethical data acquisition for LLMs and AI
algorithms in healthcare
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Artificial intelligence (AI) algorithms will become increasingly integrated into our healthcare systems in
the coming decades. These algorithms require large volumes of data for development and fine-tuning.
Patient data is typically acquired for AI algorithms through an opt-out system in the United States,
while others support an opt-in model. We argue that ethical principles around autonomy, patient
ownership of data, and privacy should be prioritized in the data acquisition paradigm.

Artificial intelligence (AI) innovation has permeated nearly every industry,
including healthcare. AI refers to computer technology that reasons and
cognitively functions in a similar manner to humans. Recent advancements
in AI include large language models (LLMs) - AI tools trained on large
amounts of data to simulate human conversation. LLMs like ChatGPT and
Bard attract great excitement, with human-like responses to queries across
diverse knowledge areas. LLMs can excel at specific, task-oriented problems
either through ‘fine-tuning’ on specific, relevant datasets or by leveraging
techniques such as in-context learning or Chain-of-Thought (CoT)
prompting. The effectiveness of these techniques can vary depending on the
model architecture, training data, and whether the model is open-source or
proprietary1. Within healthcare, LLMs are already being used to assist with
administrative tasks such as clinical note-writing and patient portal
communications2,3. These applications highlight the potential of LLMs to
transform healthcare delivery by improving efficiency and patient
engagement.

Moreover, AI has the potential to significantly improve patient out-
comes as AI tools continue to be developed and integrated into clinical
practice. For example, recent trial data suggest AI may improve care for
patients suspected to be having a myocardial infarction4. Furthermore, AI-
assisted imaging technology is already in use to aid physicians in the real-
time identification of cancerous polyps during colonoscopies. Without a
doubt, the further integration of AI into medical practice is not only
inevitable but also poised to revolutionize healthcare if done appropriately.

However, it must be acknowledged that AI models are developed
within the confines of existing structural inequities, and without deliberate
effort, are at risk of perpetuating them5,6. While historical cases like Dr.
Sims’s experiments on enslaved women and the Tuskegee syphilis study
illustrate a long-standing precedent of medical exploitation, modern
examples demonstrate that these issues have the potential to persist in
contemporary AI-driven healthcare7. For instance, Obermeyer et al. found
racial bias in a widely used commercial health algorithm, where Black
patients assigned the same risk level as White patients were sicker8. Simi-
larly, convolutional neural networks for skin lesion classification show
significantly reduceddiagnostic accuracy forBlackpatients, as theyare often

trained on datasets where only 5% to 10% of the images come from Black
individuals9. These examples underscore the capacity for AI to exacerbate
existing disparities if not developed with equity in mind and reflect the
ongoing need to address bias in healthcare algorithms today10.

The challenge for future development lies in acquiring data that is
representative of diverse patient populations, without impeding on patient
rights or worsening existing population health disparities. Currently, data
for algorithmdevelopment is acquired in twoways: opt-in andopt-out.Opt-
in involves patients explicitly providing informed consent to include their
health data in an AI training dataset. Opt-out, the current default in the
United States11, involves automatically including patient data in AI training
datasets unless patients specifically choose otherwise. We aim to define the
benefits and pitfalls of each model, and argue that ethics should be prior-
itized over financial incentives for future LLM development.

Comparing opt-in and opt-out
The opt-out model for collecting patient health data has advantages (Table
1), nearly guaranteeing sample sizes representing the full spectrum of
diversity and thereby ensuring more accurate AI models and output. This
method is easily scalable, with higher consent rates than seen with opt-in
models3, and provides awealth of data withminimal expense or paperwork.
The disadvantages of the opt-out method, however, are significant.
Bypassing an explicit informed consent process limits patient autonomy;
patients may be unaware that their data is utilized, or that they have the
option to limit that use. If patients are not explicitly asked about the use of
their data, they are also unlikely to be compensated for profits garnered by
models trained using their data.

The opt-in model for data collection has significant advantages in
terms of informed consent and patient autonomy (Table 1). The current
default model for most of Europe based on the European Union General
Data Protection Regulation12, opting-in requires that patients be informed
about, and provide consent for, the use of their data inAI development. The
opt-in model improves patient trust and prioritizes transparency between
researchers, healthcare providers, andpatients. Thedisadvantages for opt-in
data collection models are lower consent rates and consent bias11. Opt-in
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procedures tend to be biased towards the inclusion of patientswho aremale,
more highly educated, and of higher socioeconomic status11, thusAImodels
trained using that data are likely to be similarly skewed. Opt-in procedures
are alsomore labor-intensive and expensive because of the time,money, and
paperwork required to inform patients and document their consent.

Call to action
Given the rapid integration of AI into healthcare, it is imperative for the
healthcare and AI communities to prioritize patient needs as the central
focus while advancing the implementation of this technology.

Ideally, the opt-in model would address concerns of patient
autonomy by requiring informed consent before collecting patient data.
Yet, this model risks perpetuating existing biases by failing to recruit a
representative patient population as so many other well-intentioned
healthcare efforts currently do. We considered how an opt-in model
could more successfully recruit patients across the socioeconomic and
educational spectrum. Opportunities could involve direct compensation
for data collection or discounted healthcare services. Yet even when
compensation is offered, studies often struggle to recruit under-
represented populations due to historical injustices and structural health
inequities, including financial and transportation barriers to study
participation13,14. For example, between 2015 and 2019, 78% of FDA
clinical trial participants were non-Hispanic whites, despite them com-
prising only 61% of the population13. While a 2023 study found that a
$100 incentive was more effective at increasing participation among
white and affluent people than among those from low-income or non-
white households, a larger $500 incentive closed the participation gap
among different racial, ethnic, and socioeconomic groups, indicating
that sufficient financial incentives may persuade underrepresented
patients to opt in15. However, financial compensation to this degree
would be unsustainable considering the prodigious amount of patient
data required for a well-functioning LLM.

Given the financial incentives and ease of data collection offered by
opt-out models, it is likely that opt-out models will predominate despite
their potential ethical disadvantages. Advancements in privacy-preserving
methodologies, such as differential privacy and federated learning, may
provide a path forward for the opt-out model while upholding ethical
principles16. Differential privacy introduces carefully calibrated noise into
datasets, ensuring that individual data points remain unidentifiable while
preserving the overall utility of the data. Federated learning enables
decentralized AI training by keeping patient data within local systems and
sharing only aggregated updates, reducing risks associated with centralized
repositories and enhancing data security. By integrating these technologies
into data collection frameworks, it will be possible to maintain patient
privacy and autonomy while still acquiring the diverse, representative
datasets necessary for unbiased AI model development. Alongside tech-
nological developments, it is imperative that opt-out models be made with
transparency in mind to appeal to patients concerned about privacy; these
actionswill not only address immediate ethical concerns but also foster trust

and inclusivity as AI technologies become more commonplace in
healthcare.

The following are three specific actions we recommend:
1. Patientsmust be providedwith clear and concise terms and conditions

that are less than one page and written in patient-centered language
rather than legal jargon.
Unlike those of smartphones and social media platforms that are so
long thatmost people skip past them, consent in an equitable opt-out
system must be accessible to patients of all health literacy levels.
Healthcare providers and administrators should create clear, concise
terms and conditions, as well as educational materials that help
patients understand the impact of their data on predictive analytics.
These materials can be provided to patients at the outset explaining
the use of their data and their right to opt-out, rather than their data
“silently” being used behind a wall of lengthy terms and conditions.
Additionally, securing consent at regular intervals through online
portals or in-person reminders at clinic visits can ensure that patients
remain aware of their rights and can exercise autonomy within an
opt-out system.

2. Patients must be the ultimate owners of their data, and infrastructure
must be built to both protect patient data and allow patients to readily
extricate their information from databases by request.
Whether opt-in or opt-out models are pursued, concerns regarding
data ownership still stand. When eliciting concerns regarding AI in
healthcare, patients consistently voice fears about rising costs to
incorporate this novel technology17. Given the inevitable profit
motive underlying LLM implementation in healthcare, it is hard to
imagine a sustainable system in which patients are asked to provide
their data for free to developmodels for which they are subsequently
charged. This dilemmawill require extensive conversation on patient
data ownership, compensation, and reimbursement for the use of AI
technology. The commodification of patient data, without adequate
safeguards and fair compensation, risks perpetuating the legacy of
exploitation exemplified byHenrietta Lacks, whose cells were used to
generate enormous profits without any compensation to her or her
family7. If healthcare and technology companies do not draw firm
boundaries on patients’ right to own their data, we may see a
continuation of healthcare exploiting our most vulnerable
communities.

3. Government and healthcare organizationsmust immediately invest in
creating and enforcing regulatory standards to ensure patient safety
and trust.
Placing the burden of ethical practice entirely on individual organi-
zations and patients is insufficient. Many patients lack the data and
technology literacy necessary tomake truly informed decisions about
contributing their data18,19. Patients cannot and should not be
expected to be capable of interrogating the safety, transparency, and
reversibility of their data contributions to LLMs. Therefore, respon-
sibility must also fall on other partners—such as funders, healthcare

Table 1 | Advantages and Disadvantages of Opt-In and Opt-Out Models

Relevant factors Opt-in consent Opt-out consent

Autonomy Respects patient autonomy/choice Offers limited autonomy

Informed Consent Involves explicit informed consent May bypass the informed consent process

Participation Rates Limited participation Greater participation

Administrative Efficiency May require investment in recruitment, advertisement,
messaging

Easily scalable, ease of collection

Selection Bias Biases model to skew male, higher education level, and
higher SES

Larger, more diverse samples that may yield more accurate AI models

Trust Building Enhanced transparency improves trust between
researchers, healthcare providers, and patients

Patients, especially vulnerable patient populations,may not be aware of
their right to opt out if nobody explicitly tells them

Equity and Fairness/Benefit
Sharing

Patients can be informed and possibly compensated for
their data contributions

Patients might not be compensated for profit gained from an algorithm
trained on their data
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systems, healthcare administrators, data use committees, and others
involved in the AI healthcare enterprise—to contribute to the ethical
integration of AI. Adopting frameworks like differential privacy and
federated learningwill ensure that patientdata is utilized ethically and
inclusively,minimizing risks whilemaintaining the utility of datasets.
It is also imperative to uphold the trust that underpins an opt-out
system by establishing a third-party regulatory board, supported by
the government, to develop and enforce transparency and safety
standards while ensuring ongoing compliance through rigorous
oversight.
With significant existing patient skepticism surroundingAI, wemust
anticipate and respond proactively to concerns to ensure LLMs are
representative, transparent, and respectful of patient autonomy.
LLMs have already begun to revolutionize science, medicine, and the
speed at which we can advance in any given field. We have already
seen the immense benefit AI can provide patients, and the AI com-
munity must ensure these benefits are available to all patients by
combating the reinforcement of existing biases in emerging
technologies.
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