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The dilemma of model overfitting
Model overfitting is a commonly encountered conun-
drum in clinical modeling. Although utilizing more 
parameters for modeling is usually better to simulate the 
actual clinical situation, more parameters will also bring 
about cumbersome models and interference within the 
parameters, which are not conducive to clinical practice. 
Regularization is a pivotal tool for mitigating overfitting 
due to its excellent abilities to well generalize to invisible 
data [2]. The basic principle of regularization is to limit 
the model learning process by adding another parameter 
to the loss function we are trying to minimize. Typically, 
the regularization is performed through three types of 
regression, namely Lasso, Ridge, elastic net, with their 
respective advantages and limitations.

Algorithmically, Ridge regression is the addition of 
sum-of-squares regularization to the loss function. Lasso 
regression is the regularization method that adds abso-
lute sums to the loss function. Elastic net regression is a 

Introduction
With the continuous emergence of high-throughput 
sequencing data, more scholars have developed pre-
dicting models for assessing the clinical status and 
therapeutic outcome of tumor patients using multiple 
bioinformatic approaches. Reasonable application of 
genomic data will drive high-quality survival outcome 
analytics, finally contributing personalized treatment [1]. 
Notably, several key points merit emphasizing to better 
serve the clinical application of data mining, including 
comparisons of multiple modeling algorithms, evaluating 
gain effects of constructed model, clinical multi-omics 
analysis and validation of clinical cohort.
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Abstract
Bioinformatics models greatly contribute to individualized assessments of cancer patients. However, considerable 
research neglected some critical technological points, including comparisons of multiple modeling algorithms, 
evaluating gain effects of constructed model, comprehensive bioinformatics analyses and validation of clinical 
cohort. These issues are worthy of emphasizing, which will better serve future cancer research.
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fusion of the above two regularization methods. Com-
monly, for the same value of lambda, the root mean 
square error (RMSE) of elastic net is between that of 
Ridge and Lasso algorithms, which is better than Lasso 
regression and worse than ridge regression.

Although it may not be the optimal option in term 
of the RMSE value, the model fitted by lasso regression 
offers significant interpretability, which is completely dif-
ferent from some ‘black box’ algorithms, such as random 
forest and support vector machine (SVM) [3]. Moreover, 
when no multicollinearity exists between independent 
variables, Ridge regression may diminish the predictive 
performance of the constructed model [4]. As for elastic 
net, it encourages group effects when variables are highly 
correlated, rather than zeroing some of them as in Lasso 
regression [5]. Thus, elastic net is more advantageous 
when multiple features are correlated with one another. 
At this point, Lasso tends to randomly select one feature, 
whereas elastic net prefers to select both. Given that dif-
ferent clinical features used for clinical modeling are 
often independent of each other, Lasso regression may be 
a safer modeling strategy.

Comparison of multiple modeling algorithms
Lasso regression is mainly employed to solve the encoun-
tered dilemma of traditional linear regression when deal-
ing with high-dimensional data. In a high-dimensional 
space, traditional least squares regression (LSR) com-
monly struggles with difficult variable selection and 
model overfitting. However, lasso regression can force 
the coefficient values of some inconsequential variables 
to decay to zero through constructing a penalty function 
termed λ [6]. This effectively controls the complexity of 
model, which is very suitable for the modeling environ-
ment of clinical indicators. Thus, lasso regression is the 
most commonly used modeling algorithm in clinical 
research. Recently, Tang J et al. also utilized this method 
to construct a disulfidptosis-related (DR) model with 
outstanding prognostic analytical performance [7].

It should be noted that lasso regression is not the sole 
access to modeling. Due to the continuous updating 
of algorithms, such as elastic net, random survival for-
est and ridge regression dimensionality reduction algo-
rithms, lasso is not necessarily optimal solution. For 
instance, Liu Z et al. compared the C-index values of 
multiple prognostic models established via 101 differ-
ent machine learning algorithms in colorectal cancer 
[8]. Among them, the combination of lasso regression 
and step cox regression possessed the highest C-index of 
0.696, followed by support vector machine-recursive fea-
ture elimination (SVM-RFE) of 0.659 [8]. Clearly, Liu Z et 
al. exhibited a more precise strategy of clinical modeling, 
that comparison of various algorithms.

Another team also employed a similar modeling strat-
egy [9]. The authors compared the differences in C-index 
among 76 modeling methods. Due to the highest C-index 
of the combination of Lasso and stepwise Cox (0.777), 
this model was considered the optimal one [9]. Similarly, 
Zhang L et al.. constructed a programmed cell death 
(PCD)-related model to enhance the accuracy for pre-
dicting prognosis and immunotherapy efficacy through 
the comparison of 101 combinations of 10 machine 
learning algorithms in lung adenocarcinoma [10]. Clearly, 
selecting the optimal modeling approach by comparing 
the C index of multiple modeling algorithms is a reason-
able and effective strategy.

Assessments of gain effects
To date, AJCC-stage and TNM-system are the most com-
monly used prognostic assessments for HCC patients. 
Although novel evaluation models have sprung up, they 
substituting for AJCC or TNM seems to be not realis-
tic. One feasible solution is to determine whether novel 
gene signatures or risk scores can enhance the predictive 
performance of TNM or AJCC. In the case of m7G risk 
score, Ren B’s team used decision curve analysis (DCA) 
to assess the net benefit of decision-making when intro-
ducing this novel score into AJCC-stage system [11]. 
Their results revealed that novel m7G risk score greatly 
elevated the predictive accuracy (AUC = 0.787 vs. 0.891) 
and clinical decision-making benefit of traditional prog-
nostic model. Hence, m7G risk score can be regarded as 
a valuable and pivotal complement to AJCC-based prog-
nostic assessment in adrenocortical carcinoma (ACC).

Moreover, some in silico algorithm tools will broaden 
research horizon. For instance, molecular docking tech-
nology can contribute to design, synthesis and bio-eval-
uation of potential chemical targets, thereby driving its 
pharmaceutical research and development [12]. Take the 
DR model as an example, it consisted of 19 critical disul-
fidptosis regulators, providing multiple novel therapeutic 
targets against HCC [7]. To go a step further, using struc-
ture-based virtual screening (SBVS), we can screen the 
binding structures of these molecules from large-scale 
chemical compound libraries and identify potential hits 
by evaluating their binding affinity [13]. Further, scaffold 
hopping technology can be employed to optimize the 
physicochemical and pharmacokinetic (PK) properties 
of the above ligands, thereby obtaining novel chemical 
agents with bioactivities.

Five key steps of clinical cohort validation
Although the prognostic models constructed using bio-
informatics approaches widen the boundaries of cancer 
evaluation system, this prediction means is extremely 
required the validation from external real cohorts. 
One primary reason for this is that modeling based on 
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bioinformatic algorithm is more like simplicial math-
ematical operation rather than tools with clinical signifi-
cance. Take DR signature as an instance, despite tightly 
associations of this model with prognosis and immune 
microenvironment of HCC, it remains elusive that the 
relationships between different levels of risk scores and 
the activity of disulfidptosis, a novel pattern of pro-
grammed cell death (PCD) [7]. Are HCC patients with 
high DR scores accompanied by more active disulfidp-
tosis process? Thus, it is essential to determine biologi-
cal implications of constructed models. Notably, clinical 
validation is the indispensable access for novel bioin-
formatics models to move from theory to clinical prac-
tice. Regretfully, several studies published in ‘Cancer cell 
international’ all failed to address this point, such as Fatty 
acids synthesis and metabolism (FASM) gene signature 
[14] and oxidative stress-related model [15].

According to the related guideline from the Brit-
ish Medical Journal (BMJ), clinical verification process 
involves five critical steps [16]. First, obtaining a suit-
able clinical dataset. The data collected from prospective 
study is of high quality and suitable for external valida-
tion, but is more time-consuming and expensive. The 
data from retrospective studies is easily accessible, but 
additional attention to data quality is required. Espe-
cially, researchers should determine whether the content 
of external cohort meet the core purpose of study. For 
instance, the inclusion and exclusion criteria for study 
subjects should match the target population and the envi-
ronment of model operating. Second, prediction based 
on models. In this step, the model is applied to the exter-
nal cohort to calculate the predicted values through pro-
gramming. Third, quantifying the predictive performance 
of models. This step includes the assessments of the over-
all fit, calibration, and discrimination ability in the exter-
nal cohort. For instance, the consistency of observed 
event probability with model-estimated event probability 
is assessed through a calibration plot. Fourth, quantify-
ing clinical utility. If the predictive model is to be used to 
guide medical decision-making, the overall benefit of the 
model to the participant and healthcare outcomes, i.e., 
the clinical utility, should also be assessed. This process 
is commonly accomplished through the decision clinical 
analysis (DCA). Fifth, clear and transparent report. The 
Transparent Reporting of Individual Prognostic or Diag-
nostic Multivariate Models Statement (TRIPOD) from 
BMJ can help us with this step [16].

It is worth noting that external validation also faces 
some difficult issues, such as batch effects. Differences 
in non-biological factors such as experimental design, 
sample handling, data collection and processing may 
lead to an alteration of gene expression between different 
cohorts. Such differences, termed as batch effects, may 
mask or obscure biologically true variation. Although 

data standardization (Z-score normalization etc.), batch 
correction algorithms (Minimum covariance determi-
nant etc.), and multivariate analysis (PCA etc.) can be 
used to reduce the adverse impact of batch effects, effec-
tive approaches of reduction is reliant not only on the 
reasonable algorithms, but also on the rigorous design of 
clinical research [17]. Undoubtedly, this is a challenging 
task.

Conclusions
With the rapid development of bioinformatics tech-
nology, novel predictive models are emerging. How-
ever, most of them have great potential for algorithmic 
improvements, and the lack of external cohort validation 
also limits their application in clinical practice. Herein, 
we proposed that the comparison of multiple machine 
learning algorithms, assessments of model gain effects, 
and validation of external clinical cohort would contrib-
ute to addressing this dilemma.
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