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Alzheimer’s disease (AD) is a neurodegenerative disorder. It causes progressive degeneration of 
the nervous system, affecting the cognitive ability of the human brain. Over the past two decades, 
neuroimaging data from Magnetic Resonance Imaging (MRI) scans has been increasingly used in 
the study of brain pathology related to the birth and growth of AD. Recent studies have employed 
machine learning to detect and classify AD. Deep learning models have also been increasingly utilized 
with varying degrees of success. This paper presents a novel hybrid approach for early detection and 
classification of AD using structural MRI (sMRI). The proposed model employs a unique combination of 
machine learning and deep learning approaches to optimize the precision and accuracy of the detection 
and classification of AD. The proposed approach surpassed multi-modal machine learning algorithms 
in accuracy, precision, and F-measure performance measures. Results confirm an outperformance 
compared to the state-of-the-art in AD versus CN and sMCI versus pMCI paradigms. Within the CN 
versus AD paradigm, the designed model achieves 91.84% accuracy on test data.
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Alzheimer’s disease (AD) is a brain condition in aging population which causes progressive degeneration 
in the nervous system. It consists of a gradual disablement of cognition, usually manifested as early loss of 
memory in the patients1. The disorder causes the growth of amyloid plaques and tau tangles to abnormal levels 
due to excessive synthesis of the constituent proteins. Resultantly, the hitherto healthy neurons stop effective 
functioning and lose connections, eventually leading to their death. Initially, it starts with hippocampus and the 
entorhinal cortex which are gradually damaged1. As more neurons die, more parts of the brain are diseased and 
begin to shrink. The final stage of AD is characterized by a significant shrinkage in brain size and functionality2.

The advancement in Machine Learning (ML) methods in the past decades have accelerated its use in medical 
applications. Over the past decade, neuroimaging data from Magnetic Resonance Imaging (MRI) scans has 
been increasingly used in the study of the brain pathology related to the birth and growth of AD. A 3D model of 
the brain can be acquired in three distinct orientations using brain MRI. The AD is on the forefront of diseases 
which cause dementia and its derivatives related to loss of memory3,4. In the United States alone, AD is the 
sixth leading cause of death and it accounts for 3.6% of the total deaths in the country5,6. It is expected that 1 
out 85 people will be affected by the disease globally by 20507. In past, major efforts have been made to develop 
strategies for early detection, especially in the pre-symptomatic stage, to delay or prevent the development of the 
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disease8,9. All the aforementioned challenges motivate us to propose an automatic method for early detection 
and classification of AD.

Literature review
A significant number of prior studies on AD focused on a single modality, primarily MRI. For instance,10 
distinguished AD patients from cognitively normal elderly individuals using grey matter volumes from multiple 
scanners as classification features. Similarly,11 utilized MRI and cortical thickness, emphasizing dimensionality 
reduction in multivariate data. In contrast,12 employed MRI with three features viz grey matter, white matter, 
and cerebrospinal fluid, alongside various clinical features, concentrating on enhancing texture-based features 
through methods like GLCM and SIFT. Lastly, despite using a single modality,13 incorporated biomarkers such 
as cerebrospinal fluid, cognitive scores, and APOE, focusing on cortical thickness, surface area, and grey matter 
volume.

In contrast, some recent studies have included additional imaging modalities for the detection and 
classification of AD. In this context,14 used a multi-modality approach, combining MRI with PET to enhance 
classification accuracy, while focusing on the impact of different classifiers. In15, voxel-based morphometry 
was used for feature extraction, with SVM used for binary classification of MRI images between AD and 
CN.16 focused on the selection of characteristics using Fisher’s linear discrimination, using both RF and 
SVM classifiers. Furthermore,17 concentrated on MRI as a single modality, employing SVM as a cluster with 
bagging for classification. The authors in17,18 adopted a multimodal approach, incorporating biomarkers such as 
hippocampus volume and cortical and sub-cortical gray matter volumes.

In recent years, deep learning19 has attracted immense attention in medical imaging20,21. Unlike traditional 
ML approaches, deep learning automatically extracts low- to high-level latent features, reducing reliance on 
image preprocessing techniques, and therefore the process is more objective and less prone to bias19. Identifies 
complex patterns in large datasets using the backpropagation algorithm, which adjusts internal parameters 
between layers to improve differentiation. Consequently,22 developed a multi-level convolutional neural network 
(CNN) to sequentially learn and integrate features from multiple modalities, including magnetic resonance 
and PET images, for disease classification. Similarly,23 proposed a deep CNN framework for AD diagnosis, 
implementing multi-class classification based on MRI image data analysis.

The study in24 proposed a classification method using cluster-dense convolutional neural networks 
(DenseNets) to learn local features from MRI brain images, which were then combined for Alzheimer’s disease 
(AD) classification. Similarly,25 employed deep learning models trained on MRI slices, later integrated using 
various voting methods to form a unified model. However, variations in MRI data, such as contrast and resolution, 
hinder the broad application of CNNs in clinical diagnostics. Several studies utilized 2D convolutional neural 
networks with 2D slices from 3D MRI scans as input data26. This approach benefits from transfer learning with 
pre-trained models like ResNet27 and VGGNet28, with increased training data through more available 3D image 
slices.

In contrast, other studies focused on 3D patch classification to incorporate 3D information missing in 2D 
slicing approaches29. This method increases sample size by using 3D patches, where each patch serves as a 
sample, not just the subject. Although this approach could benefit classification, most of the studies surveyed 
did not take advantage of this advantage, as CNNs were trained independently on each patch.

Most of the patches used in 3D patch-level methods are not always informative as they may consist of 
sections of the brain unaffected by the disease. This leaves the patch-level method’s input data redundant at 
times. Methods based on regions of interest (ROI) resolve this issue by narrowing down on parts of the images 
which are known to contain useful information. This helps in reducing the complexity of the framework as lesser 
dimension of input data is used in network training.

Contributions
Early detection of AD is of paramount importance in timely treatment of the disease. The proposed multi-view 
MRI-based automated hybrid categorization model has shown promising results in accurately detecting AD 
at early stage. The novel hybrid approach for early detection and classification of AD features from classical 
machine learning and deep learning approached with the following primary contributions:

•	 A hybrid approach to overcome shortcomings of individual machine learning by extracting traditional 
hand-engineered features and deep learning approaches by extracting high-level features from MRI data. 
This fusion allows the model to leverage both complex patterns learned through DL and the domain-specific 
insights from ML.

•	 Used model stacking where a DL model combines the predictions of ML models (trained on the extracted 
features) to make the final prediction. This approach capitalizes on the diverse strengths of different models.

•	 The spurious correlations in training data is diminished leading to a better generalization. The effectiveness 
of the method is depicted with the help of findings. Results confirm a superior performance, on validation 
data, compared to the state-of-the-art multi-modal machine learning algorithms while using only a single 
modality.To the best of our knowledge, the proposed classification approach of AD using the hybridization of 
machine learning and deep learning is novel. Moreover, the classification of AD is not performed earlier in the 
above-mentioned enumerated manner. Our paper is structured as follows. Section 2 describes an overview 
of the related work done in the classification of Alzheimer’s disease. Our proposed methodology and baseline 
configuration are described in Section 3. The results obtained from the proposed approach and its compar-
ison with state-of-the-art methods are presented in Section 4. In Section 5, we conclude the paper with the 
directions for future research.
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Materials and methods
We present a novel hybrid (Deep Learning + classical Machine Learning) approach where we take the benefit of 
both classical machine learning and novel deep learning techniques. We first preprocess an MRI and then compute 
the region-based features such as gray matter volume, white matter volume, and CSF volume after performing 
segmentation/parcellation on an MRI given an atlas template. In classical machine learning techniques, these 
voxel-based, surface-based, or region-based features are directly passed to a classifier after applying feature 
selection and dimensionality reduction methods. In deep learning techniques, a pre-processed raw MRI is 
passed to a convolutional neural network that auto-extracts the features on its own, and the classification layer 
uses these features to classify the MRI. We, on the other hand, combined these two techniques where we fuse 
the features extracted using classical machine learning techniques with features extracted by a convolutional 
neural network. These combined/fused features are then passed to a classifier, which gives the final output class/
category. A generalized flowchart of our methodology is given in Figure 1.

Dataset
The data used in our study is from Alzheimer’s Disease Neuroimaging Initiative (ADNI) study. “The ADNI 
was launched in 2003 as a public-private partnership led by Principal Investigator Michael W. Weiner, MD. The 
primary goal of ADNI has been to test whether serial magnetic resonance imaging (MRI), positron emission 
tomography (PET), other biological markers, and clinical and neuropsychological assessment can be combined 
to measure the progression of mild cognitive impairment (MCI) and early Alzheimer’s disease (AD). MRI and 
PET imaging both play vital roles in the AI-based classification of Alzheimer’s disease. MRI excels in providing 
high-resolution structural information, making it valuable for identifying atrophy and structural changes. PET 
imaging, on the other hand, offers critical functional and biochemical insights, enabling early detection of 
disease-related changes and confirmation of specific biomarkers. However, MRI is generally more accessible 
and less costly compared to PET scans. PET imaging is typically reserved for cases where detailed biomarker 
information is necessary or where MRI findings are inconclusive. Secondly, due to the radiation involved, PET 
scans are less frequently performed compared to MRI. Therefore, MRI is often used for routine monitoring, while 
PET is used for specific diagnostic purposes. We used ADNI1 screening data which comprises 1075 samples for 
whom relevant images were available for at least one visit (see Table 1). Four diagnosis groups were considered:

•	 CN: These were subjects who were diagnosed to be completely normal and they remained normal in the 
subsequent checkups.

•	 AD: These subjects were initially diagnosed with AD and remained stable in the subsequent follow-ups.
•	 pMCI: These are the sessions of patients initially having either mild cognitive impairment (MCI), early MCI 

(EMCI), or late MCI (LMCI) and advanced to full disease in the subsequent 3 years after the first visit.
•	 sMCI: sessions of patients found to have MCI, EMCI, and LMCI and did not develop to AD in the next 36 

months after the first visit.Those AD and CN patients whose labels shifted over time were not included. In 

Subjects Age Gender MMSE

CN 285 74.4±5.8 [59.8, 89.6] 137 M / 148 F 29.1 ± 1.1 [24,30]

sMCI 156 72.3±7.4 [55.0, 88.4] 89 M / 67 F 28.0 ± 1.7 [23,30]

pMCI 224 73.8±6.9 [55.1, 88.3] 135 M / 89 F 26.9 ± 1.7 [23,30]

AD 238 75.0±7.8 [55.1, 90.9] 128 M / 110 F 23.2 ± 2.1 [18,27]

Table 1.  Summary of participants’ demographics and mini-mental state examination (MMSE)

 

Fig. 1.  Generalized flow of the proposed methodology
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addition to that, MCI patients whose labels changed for two or more times were also not included. This exclu-
sion was performed under the assumption that the diagnosis of such subjects was not as reliable. Obviously, 
all pMCI and sMCI classified groups are incorporated under the label of MCI. Since some of the MCI subjects 
were not able to revert to AD but were not tracked for enough time to check whether they were sMCI, the 
reverse to the exclusions, as mentioned above, is false. 32 CN samples that converted from normal to MCI 
or AD or had multiple conversions were excluded. 2 AD samples that converted from AD to MCI or CN or 
had multiple conversions were also excluded. Moreover, 31 MCI subjects that had multiple conversions or re-
stored from MCI to normal were also excluded. 2 pMCI, 5 CN, and 7 samples of AD were completely removed 
since there was a preprocessing failure for all these samples.

Preprocessing
The main objective of the data preprocessing pipeline is the basic preprocessing of MRI scans so they can be fed to 
the convolutional neural network for automatic feature extraction. Later, gray matter volumes of N parcellated/
segmented regions are computed and treated as N unique features. These are then fused with convolutional 
features and passed to fully connected classification layers for the classification of AD. Computational Anatomy 
Toolbox (CAT), a Matlab-based extension to Statistical Parametric Mapping (SPM12), was used for MRI pre-
processing. CAT covers basic data pre-processing and diverse morphometric tools such as VBM, surface-based 
morphometry (SBM), deformation-based morphometry (DBM), and region-based morphometry (RBM). 
Given an atlas template, we used CAT for basic MRI preprocessing and whole brain parcellation/segmentation 
into N cortical and subcortical regions. The ML algorithms were trained on a desktop computer with core i7 4th 
generation using MATLAB functions. The CNN model was trained on GeForce RTX 2080 Ti using the Keras 
library in Python.

1.5-T sMRI T1-weighted images taken from the cited website were used. All downloaded scans were 256 
× 256 × 168 resolution with 1mm spacing between each voxel. An overview of the registration of MRI with 
MNI152-T1 and segmentation/parcellation into 246 regions given the Brainnetome atlas template is given in 
Figure 2. Registering brain MRI scans to the MNI152-T1 system and using the Brainnetome Atlas template in AI-
based classification of Alzheimer’s disease offers several advantages by ensuring consistent anatomical alignment 
and facilitating cross-study comparisons, providing rich, region-specific information for more accurate feature 
extraction and model training. It enhances the AI model’s ability to detect and classify disease-related changes by 
leveraging standardized data and detailed anatomical information. It improves understanding of disease impact 
on specific brain regions and supports model validation across different datasets. These approaches collectively 
contribute to more accurate, reliable, and interpretable AI-based classification of Alzheimer’s disease.

Preprocessing involved spatially adaptive nonlocal means (SANLM) denoising30, N4 bias field correction, 
skull stripping, registration to MNI152 T1-weighted standard image, local intensity correction, and anatomical 
segmentation or parcellation of whole-brain into 246 anatomic regions using 1-mm Brainnetome atlas template, 
which is already segmented into 246 regions, 210 cortical and 36 subcortical regions. SANLM adapts its 
denoising approach based on the local image content. It dynamically adjusts parameters and models according 
to the specific characteristics of the image, enhancing its ability to preserve details and textures. It leverages 
the non-local means approach, which removes noise by averaging pixel values from similar regions within the 
image rather than just local neighborhoods. It allows for better preservation of image details and structures. An 

Fig. 2.  Overview of registration of MRI with MNI152-T1 and segmentation into 246 regions given 
Brainnetome atlas template.
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overview of initial voxel-based processing, refined voxel based processing and classification pipeline is given in 
Figure 3.

Proposed architecture
We considered the 3D subject-level CNN approach. In a deep learning scenario, one of the challenges is finding 
the “optimal” model with a global minimum, including the architecture hyperparameters (e.g., number of layers, 
filter size/receptive field, dropout, batch normalization, etc.) and the training hyperparameters (e.g., learning 
rate, weight decay, momentum, etc.). We have looked into the constructs already proposed in the literature and 
used the following approach for architecture and hyperparameters selection. The process began by overfitting 
the model, which was heavy since it had more convolutional layers and feature maps. We iteratively repeated the 
following operations:

•	 Reduce the number of convolutional layers iteratively in block 1 and block 3, keeping the same feature map 
setting until there is a significant drop in validation accuracy. Lock the architecture with as fewer layers as 
possible with a minimal drop in accuracy.

•	 Reduce the number of feature maps of remaining convolutional layers in block 1 and block 3 until there is a 
significant drop in validation accuracy.

•	 Perform hyperparameters tuning experiments on the selected architecture from the above two steps.In stage 
1, we reduced the conv layers in Block 1 and Block 3 from five to two with a 0.06% drop in test accuracy and 
1.22% drop in validation accuracy. Train accuracy dropped from 99.31% to 97.82%, which indicates that the 
initial larger network was overfitting on train data. Its train accuracy dropped by roughly 1.5% with a mere 
0.06% drop in test accuracy, indicating the same generalization capability even after significantly reducing the 
number of conv layers. During stage 2, we reduced the number of feature maps or channels of Convolutional 
layers in Block 1 and Block 3 with the final 97.84% test accuracy. Test accuracy dropped only by 0.01%, indi-
cating the network still can learn given the complexity of training data, and it still generalizes well.

The final architecture of the model is achieved iteratively by reducing the number of layers so that it becomes 
more generalizable without compromising the performance. This process is quantitatively explained in the 
description. In the block diagram of the final architecture, shown in Figure 4, there are two convolutional and 
two pooling layers in Block 1 and Block 3, and 6 convolutional layers in Block 2. Blocks 1, 2, and 3 extract 
features from a preprocessed MRI. They can also be called feature extractors or the backbone of our convolutional 
neural network. Gray matter volumes are fused with features extracted by the backbone and passed to fully 
connected layers for classification. The first few layers in each block contribute more trainable parameters and 
computational complexity. Fully connected layers are often costly regarding the number of trainable parameters 
and computational complexity, especially in the case of image data. That is why there are only a few fully 
connected layers in practice in a convolutional neural network. Also, at the end of the network, the feature 
maps’ spatial dimensions are reduced so that fully connected layers are not very expensive. The input layer of 
the proposed model consists of 3D MR images. The volumetric features extracted from the Brainnetome atlas 
are concatenated with the features learned from the deep model. These are subsequently passed to the final fully 
connected layer for the AD classification. The block diagram of the final architecture is given in Figure 4. There 
are 2 convolutional and 2 pooling layers in Block 1 and Block 3, and 6 convolutional layers in Block 2. Blocks 1, 
2, and 3 extract features from a raw preprocessed MRI. They can also be called feature extractors or the backbone 
of our convolutional neural network. Gray matter volumes are fused with features extracted by the backbone and 
passed to fully connected layers for classification.

Fig. 3.  Overview of initial voxel-based processing, refined voxel-based processing and classification pipeline.
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Experiments and results
First, we explore the benefits of our proposed method and then analyze the proposed architecture through tracked 
evaluation metrics. Lastly, we compare our proposed method with state-of-the-art methods in classification of 
Alzheimer’s disease.

Fig. 4.  Block diagram of the designed convolutional neural network.

 

Scientific Reports |        (2024) 14:30925 6| https://doi.org/10.1038/s41598-024-81563-z

www.nature.com/scientificreports/

http://www.nature.com/scientificreports


Performance metrics
In order to measure the perfromance of the proposed hybrid model, we have computed true positives (TP), true 
negatives (TN), false positives (FP) and false negatives (FN). The following are the performance metrics used in 
the study:

Precision: Precision measures the quality of a positive prediction made by the model. It is computed as

	
P recision = T P

T P + F P
� (1)

Recall: Recall identifies the quality of a model in predicting false negatives. Recall metric can be calculated as

	
Recall = T P

T P + F N
� (2)

Accuracy: Accuracy is a metric that measures how often a machine learning model correctly predicts the 
outcome.

	
Accuracy = T P + T N

T P + T N + F P + F N
� (3)

Results and evaluation
Our primary motivation for this study remains the development of a hybrid approach that combines the strengths 
of both Machine Learning and Deep Learning. By leveraging each approach’s advantages, we aim to create a more 
robust and accurate framework for the early diagnosis and classification of Alzheimer’s disease using structural 
MRI data. We initially performed experiments using stand-alone machine learning and deep learning-based 
approaches to achieve this. Subsequently, we conducted experiments using our proposed hybrid approach to 
compare its performance with stand-alone ML and DL-based approaches and to validate the effectiveness of our 
proposed hybrid approach.

Support Vector Machines (SVMs) are used in image classification by extracting features from images, 
transforming them into a suitable format, and applying a kernel-based decision boundary to separate different 
classes. They are adequate for both linear and non-linear classification tasks, making them a versatile tool in 
various image classification applications. In the first set of experiments, we selected SVM) classifiers to perform 
Alzheimer’s disease classification using structural MRI data. We conducted four separate experiments to classify 
different diagnostic groups, as shown in Figure 5. Figure 5(a) aimed to distinguish between CN and AD using 
SVM classifiers with an RBF kernel. Figure 5(b) targeted the classification between sMCI and pMCI using the 
same SVM-RBF approach. For Figure 5(c), we again classified CN vs. AD, but this time using SVM classifiers 
with a polynomial kernel. Finally, Figure 5(d) focused on sMCI vs. pMCI classification with SVM classifiers 
employing a polynomial kernel. The overall validation accuracies achieved for CN vs. AD classification (Figures 
5(a) and 5(c)) were 86% and 86%, respectively. Similarly, for sMCI vs. pMCI classification (Figures 5(b) and 
5(d)), the overall validation accuracies obtained were 77% and 72%, respectively.

In the next set of experiments in Figure 6, we employed a Deep Learning-based approach, utilizing 
preprocessed MRIs as input to our Deep Learning network for Alzheimer’s disease classification. The deep 
learning experiments involved two classification tasks: CN vs. AD (Figures 6(a) and 6(b)) and sMCI vs. pMCI 
(Figures 6(c) and 6(d)). The validation accuracies obtained were 83% for CN vs. AD classification and 73% for 
sMCI vs. pMCI classification. These results provide valuable reference points and serve as a basis for comparison 
with our proposed hybrid approach.

In the following set of experiments, we performed experiments with the proposed hybrid approach. Table 
2 shows the correlation between the complexity of a CNN model and its performance in the proposed model. 
The model’s novel hybrid design helps reduce its complexity while maintaining the accuracy of classifications. 
The experiments delineated in the table have been performed with CN versus AD criteria. The experiments are 
categorized into two stages. In the first stage, six experiments are carried out. Experiments 7 to 9 constitute the 
second stage of experimentation. Figure 6(a) shows how accuracy in the binary classification of AD and CN 
improves with increasing epochs until it reaches a steady state approximately at the 45th epoch. In Figure 6(b), 
the loss is a function of the number of epochs for the same problem. Similar results are shown in Figures 6(c) 
and 6(d) for the binary classification of sMCI and pMCI cases.

The experiments varied in employing convolutional layers in the architectural blocks, namely block 1 and 
block 3. The effect of variation in the number of layers on the test, validation, and training accuracies was 
observed to optimize the number of layers and their relative combination. The columns labeled “Block 1” and 
“Block 3” represent the variation across all experiments.

As a matter of observation, the training accuracy increased with the number of convolutional layers, peaking 
at 99.31% in experiment 1. A similar trend was observed with validation and test accuracies. The 9th experiment 
was the final experiment conducted. Its test accuracy stood at 91.84% in CN vs. AD classification paradigm with 
a drop of only 0.01% compared to experiment 1. The training accuracy for the final experiment was computed at 
97.54%, while the validation accuracy was 93.62%.

The experiments varied in employing convolutional layers in the architectural blocks, namely block 1 and 
block 3. The effect of variation in the number of layers on the test, validation, and training accuracy was observed 
to optimize the number of layers and their relative combination. The columns labeled “Block 1” and “Block 3” 
represent the variation across all experiments.
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As a matter of observation, the training accuracy increased with the number of convolutional layers, peaking 
at 99.31% in experiment 1. A similar trend was observed with validation and test accuracies. The 9th experiment 
was the final experiment conducted. Its test accuracy stood at 91.84% in CN vs AD classification paradigm with 
a drop of only 0.01% compared to experiment 1. The training accuracy for the final experiment was computed 
at 97.54%, while the validation accuracy was 93.62%. The 9th experiment was selected as the representative for 
further analysis. The results are described in the section below.

Experiment 11 was selected as representative of this study. The accuracy of the experiment plotted against 
the epochs is depicted in Figure 7(a). The training accuracy peaked close to 98%, while the validation accuracy 
sustained a peak above 93%.

The sMCI vs. pMCI paradigm showed similar success. Figure 7(b) shows accuracy in this paradigm. Training 
accuracy peaked around 92%, and validation accuracy peaked around 75% in this classification paradigm. The 
precision of the experiment, plotted against the epochs, is shown in Figure 7(c). The training precision of the 
experiment peaked at 100%. The precision of the model on validation data is also close to 99%. Similarly, in the 
sMCI versus pMCI paradigm, training precision peaked at 90%, as shown in Figure 7(d).

The graphs for binary classifications in both paradigms for their F1 score are depicted in Figures 8(c) and 
8(d), respectively. In the training data, the F1 score peaked beyond 96%, while the validation F1 score peaked at 
around 94% for AD vs CN classification. Recall curves for both AD vs. CN and sMCI vs. pMCI final training are 
shown in Figures 8(a) and 8(b), respectively. The exact values of results on test data are described in Tables 3 and 
4. In the AD vs. CN paradigm, the accuracy reached 91.84%. The precision attained by the model was valued at 
around 93.48. In addition to the above metrics, the F1 score of the experiment was also evaluated. The F1 score of 
the representative experiment reached 91.49. Moreover, the Recall attained 89.58% for the experiment selected. 
Furthermore, the specificity attained 94% in the AD vs. CN paradigm for the given experiment.

In the sMCI vs. pMCI paradigm, accuracy was 90.85%; precision reached around 80%, recall to 88.88%, and 
F1 score reached around 84.21%, while specificity was at 70%.

Comparison of the results with other studies
This section briefly touches upon the comparative assessment of the results of the present study with those in the 
previous state-of-the-art studies. Table 5 summarizes the comparison drawn.

The results of the study were evaluated for two types of classification, namely, AD vs. CN and sMCI vs. pMCI, 
and are given in Table 4. In general, the accuracies remained higher in the binary classification of AD vs CN. The 

Fig. 5.  Validation accuracy curves of SVM classifier with RBF and polynomial kernels for both CN vs. AD and 
sMCI vs. pMCI classification. (a) CN vs. AD with RBF kernel (b) sMCI vs. pMCI with RBF kernel (c) CN vs. 
AD with the polynomial kernel (d) sMCI vs. pMCI with polynomial kernel.
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test accuracy of the AD vs. CN classification was 91.84, whereas the sMCI vs. pMCI classification’s accuracy was 
80.85. A similar trend was observed in the validation and training accuracies of the model, with the latter binary 
classification performing significantly lower.

Our study performed better in both binary classifications in general compared to previous studies. Our study 
gave the highest accuracy in the AD vs. CN paradigm compared to all the previous studies considered in the 3D 
subject-level paradigm. The accuracy in our study was 91.84, whereas the closest accuracies reached 73% with a 
3D subject-level approach.

In the sMCI vs. pMCI binary classification paradigm, our study’s performance was again highest in the 3D 
subject-level paradigm. Our accuracy in this paradigm was 80.85, whereas the second-best accuracy in the 
previous studies was of Wen et al., which reached 73% with the 3D subject-level approach. Table 6 compares 
our study with prior approaches. SVMs are often recognized for their excellent performance in classification 
tasks31,32. Although SVMs can address non-linear relationships using kernels, deep learning models, especially 
deep neural networks, naturally capture complex non-linear patterns without requiring the explicit selection of 
a kernel. Therefore, our compact convolutional layers still manage to perform better than SVM.

The amalgamation of event-driven tools can further enhance the performance of devised method in terms of 
real-time compression and computational effectiveness33,34. Moreover, the effective offline analysis based feature 
selection can further augment the dimension reduction and online processing effectiveness35,36. The feasibility 
of integrating these tools in the devised approach can be investigated in future.

Conclusion
This paper set out to develop a model that could avoid the tedious bottlenecks of the classical ML and Deep 
Learning approaches while simultaneously improving performance in terms of precision and accuracy. We 
successfully developed a hybrid approach combining the classical machine learning and deep learning models. 
The approach fused the features extracted using classical machine learning techniques with features extracted 
by a convolutional neural network. The fused features were then fed to the classifier. The approach surpassed the 
accuracy of the reviewed literature to the best of our knowledge. The fused features from MRI images appear 
to be immensely potent in improving the accuracy and precision of the deep learning models, considering the 
data constraints and computational limitations. Results confirm the effectiveness of the devised method. The 

Fig. 6.  Validation accuracy and loss curves of DL model with sMRI input only. (a) CN vs. AD accuracy (b) CN 
vs. AD loss (c) sMCI vs. pMCI accuracy (d) sMCI vs pMCI loss.
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proposed solution is a less complex and mono-model, which attained a comparable or better performance when 
compared with the multi-model high complexity counterparts. Volumetric analysis of gray matter regions would 
be an interesting study in AD patients; however, this was not defined in the scope of the current study. It could 
be analyzed in future studies to see if any structural changes in these regions could be used as biomarkers of 
different AD types. AI-based classification of Alzheimer’s disease using MRI offers significant potential. Still, it 
faces several limitations, including data quality and variability, overfitting and generalization issues, challenges 
with interpretability, algorithmic bias, clinical integration hurdles, and the evolving nature of the disease. 
Addressing these limitations requires ongoing research, robust validation, and careful consideration of ethical 
and practical factors to enhance the effectiveness and reliability of AI models in clinical practice.

The main objective of this research, i.e., improving accuracy, was met, both in Alzheimer’s disease versus CN 
and sMCI versus pMCI classification paradigms. As a future roadmap, we feel confident that a hybrid approach 
can bring immense benefits for scientists working with limited computational facilities and target better accuracy 
levels for biomedical image classification. Future studies in this direction, with additional classification methods, 
is also viable areas to probe.

Stage  Exp. # Block1 Block1 Reduction Block3  Block3 Reduction

Accuracy (%)

Train Val Test

1

1

Conv1: 24@11x11x11
Conv2: 48@5x5x5
Conv3: 96@5x5x5
Conv4: 192@3x3x3
Conv5: 384@3x3x3

Initial Setting

Conv1: 384@3x3x3
Conv2: 192@3x3x3
Conv3: 96@3x3x3
Conv4: 48@3x3x3
Conv5: 24@3x3x3

Initial Setting 99.31 94.65 91.91

2
Conv1: 24@11x11x11
Conv2: 48@5x5x5
Conv3: 96@5x5x5
Conv4: 192@3x3x3

Conv5 reduced

Conv1: 384@3x3x3
Conv2: 192@3x3x3
Conv3: 96@3x3x3
Conv4: 48@3x3x3
Conv5: 24@3x3x3

- 99.26 94.73 91.23

3
Conv1: 24@11x11x11
Conv2: 48@5x5x5
Conv3: 96@5x5x5

Conv4 reduced

Conv1: 384@3x3x3
Conv2: 192@3x3x3
Conv3: 96@3x3x3
Conv4: 48@3x3x3
Conv5: 24@3x3x3

- 99.09 94.04 91.86

4 Conv1: 24@11x11x11
Conv2: 48@5x5x5 Conv3 reduced

Conv1: 384@3x3x3
Conv2: 192@3x3x3
Conv3: 96@3x3x3
Conv4: 48@3x3x3
Conv5: 24@3x3x3

- 99.13 94.28 91.49

5 Conv1: 24@11x11x11
Conv2: 48@5x5x5 -

Conv1: 384@3x3x3
Conv2: 192@3x3x3
Conv3: 96@3x3x3
Conv4: 48@3x3x3

Conv5 reduced 98.87 93.86 91.9

6 Conv1: 24@11x11x11
Conv2: 48@5x5x5 - Conv1: 384@3x3x3

Conv2: 192@3x3x3 Conv3 and Conv4 reduced 97.82 93.43 91.85

2

7 Conv1: 24@11x11x11
Conv2: 48@5x5x5 - Conv1: 192@3x3x3

Conv2: 96@3x3x3 Conv1 and Conv2 reduced by half 97.79 93.64 91.81

8 Conv1: 24@11x11x11
Conv2: 48@5x5x5 - Conv1: 96@3x3x3

Conv2: 48@3x3x3 Conv1 and Conv2 reduced by half 97.71 93.55 91.84

9 Conv1: 24@11x11x11
Conv2: 48@5x5x5 - Conv1: 48@3x3x3

Conv2: 24@3x3x3 Conv1 and Conv2 reduced by half 97.54 93.62 91.84

Table 2.  The results of varying convolutional layers in architectural blocks 1 and 3 indicate the most optimal 
performance outcomes in terms of accuracy. In the table, “Exp.” refers to “Experiment.”
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Fig. 7.  Accuracy and precision curves of the proposed architecture on train and validation sets. (a) CN vs AD 
(b) sMCI vs pMCI (c) CN vs AD (d) sMCI vs pMCI.
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Binary Classification Results Achieved in this Study

Task Train Accuracy Validation Accuracy Test Accuracy

AD vs CN 97.54 93.62 91.84

sMCI vs pMCI 92.07 73.9 80.85

Table 5.  Results of both binary classification paradigms.

 

sMCI vs pMCI Results on Test Set

Accuracy Precision Recall F1 Specificity

0.8085 0.8 0.8888 0.8421 0.7

Table 4.  sMCI vs pMCI results on the test data.

 

CN vs AD Results on Test Set

Accuracy Precision Recall F1 Specificity

0.9184 0.9348 0.8958 0.9149 0.94

Table 3.  CN vs. AD results on the test data.

 

Fig. 8.  Recall and F1 score curves of the proposed architecture on train and validation sets. (a) CN vs AD (b) 
sMCI vs pMCI (c) CN vs AD (d) sMCI vs pMCI.
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Data availibility
The dataset used in this study is publicly available via this link: ​h​t​t​p​s​:​/​/​a​d​n​i​.​l​o​n​i​.​u​s​c​.​e​d​u​/​d​a​t​a​-​s​a​m​p​l​e​s​/​a​c​c​e​s​s​-​d​a​
t​a​/​​​​​. For any further queries regarding the dataset please contact via Email: usman.haider@isb.nu.edu.pk.
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