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Abstract
Background To develop and validate an interpretable machine learning model based on intratumoral and 
peritumoral radiomics combined with clinicoradiological features and metabolic information from magnetic 
resonance spectroscopy (MRS), to predict clinically significant prostate cancer (csPCa, Gleason score ≥ 3 + 4) and avoid 
unnecessary biopsies.

Methods This study retrospectively analyzed 350 patients with suspicious prostate lesions from our institution who 
underwent 3.0 Tesla multiparametric magnetic resonance imaging (mpMRI) prior to biopsy (training set, n = 191, 
testing set, n = 83, and a temporal validation set, n = 76). Intratumoral and peritumoral volumes of interest (VOIintra, 
VOIperi)) were manually segmented by experienced radiologists on T2-weighted imaging (T2WI) and apparent 
diffusion coefficient (ADC) maps. Radiomic features were extracted separately from the VOIintra and VOIperi. After 
feature selection via the recursive feature elimination (RFE) algorithm, intratumoral radiomic score (intra-rad-score) 
and peritumoral radiomic score (peri-rad-score) were constructed. The clinical model, MRS model, and combined 
model integrating radiomic, clinicoradiological and metabolic features were constructed via the eXtreme Gradient 
Boosting (XGBoost) algorithm. The predictive performance of the models was evaluated in both the training and 
testing sets using receiver operating characteristic (ROC) curve analysis. SHapley Additive exPlanations (SHAP) analysis 
was applied to the combined model to visualize and interpret the prediction process.

Results A total of 350 patients were included, comprising 173 patients with csPCa (49.4%) and 177 patients with 
non-csPCa (50.6%). The intra-rad-score and peri-rad-score were constructed via 10 and 16 radiomic features. The 
combined model demonstrated the highest AUC, accuracy, F1 score, sensitivity, and specificity in the testing set 
(0.968, 0.928, 0.927, 0.932, and 0.923, respectively) and in the temporal validation set (0.940, 0.895, 0.890, 0.923, and 
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Introduction
Prostate cancer (PCa) is the second most common can-
cer and the fifth leading cause of cancer-related death 
among men globally, with an estimated 1.4  million new 
cases and 375,000 deaths in 2020 [1]. Nevertheless, a 
large proportion of patients will present with indolent 
tumors that never develop any clinical symptoms during 
their lifetime [2].This type of tumor is classified as “clini-
cally insignificant” PCa (ciPCa), usually defined as Inter-
national Society of Urological Pathology (ISUP) Gleason 
grade = 1 (or Gleason score ≤ 3 + 3) [3]. A randomized trial 
revealed that men with ciPCa do not benefit from treat-
ment [4, 5]. In contrast, clinically significant PCa (csPCa) 
is defined as ISUP Gleason grade 2 or higher, which may 
benefit from aggressive treatment because it may prog-
ress, metastasize, and cause cancer-specific death [6]. 
Therefore, the identification of csPCa is critical for PCa 
management to reduce overdiagnosis and overtreatment 
of indolent PCa.

Predictive models and clinical risk calculators incorpo-
rating various clinical parameters are increasingly being 
implemented to aid in the identification of csPCa and to 
guide patient selection for biopsy. These models typically 
utilize a combination of factors including, but not limited 
to, prostate-specific antigen (PSA) levels, digital rectal 
examination (DRE) findings, age, race, and family history 
of PCa [7–9]. Magnetic resonance imaging (MRI) has 
played a crucial role in the management of PCa in recent 
decades because of its high spatial resolution [10]. Multi-
parametric MRI (mpMRI), including T2-weighted imag-
ing (T2WI), diffusion-weighted imaging (DWI), dynamic 
contrast-enhanced (DCE) imaging, and proton magnetic 
resonance spectroscopy (MRS), was introduced into risk 
calculators and achieved greater predictive performance 
than clinical parameters alone [11–14]. Additionally, the 
guidelines recommend that men with treatment-naïve 
PI-RADS 4 or 5 lesions should undergo targeted system-
atic biopsy [10]. Although the PI-RADS scoring system 
has high sensitivity for detecting csPCa, its specificity is 
relatively low [15]. The results from a 26-center study of 
3,449 patients showed that when the PI-RADS score was 
≥ 3, the positive predictive value (PPV) for diagnosing 
csPCa was only 35%, and when the PI-RADS score was 
≥ 4, the PPV was 49% [16]. MRS can noninvasively assess 
the metabolic information of PCa, providing quantitative 

levels of major metabolites such as citrate (Cit), creatine 
(Cr), choline (Cho), and polyamines (PA). When com-
bined with anatomical and functional MRI, MRS can 
improve PCa detection, localization, and characteriza-
tion [17]. Compared with normal prostate tissue, PCa 
tissue has decreased levels of Cit and increased level of 
Cho and Cr [18]. This change in metabolic pattern can be 
quantified using the (Cho + Cr)/Cit ratio, which is signifi-
cantly elevated in cancer tissue [19] and correlates with 
Gleason score [20].

Radiomics, an emerging field in quantitative medical 
image analysis, aims to deeply mine large-scale image 
information that is invisible to the naked eye, seek-
ing to identify quantitative imaging biomarkers for dis-
ease characterization and prediction [21]. It is currently 
widely employed in PCa research, facilitating tumor 
detection, localization, staging and prognosis perdition 
[22–24]. Recently, interest in the relationship between 
the peritumoral region and the tumor has increased [25]. 
A pan-cancer study in 2018 confirmed that peritumoral 
radiomics is related to CD8 + T-cell infiltration in tumors 
and has the potential to predict the response to tumor 
immunotherapy [26]. Peritumoral radiomics has been 
extensively studied in the assessment of various cancers, 
including breast cancer [27], lung cancer [28], and hepa-
tocellular carcinoma [29].

Machine learning (ML) is a powerful tool for data 
analysis and outcome prediction, but it is difficult to 
explain why ML models make certain predictions, which 
is known as the ‘black box’ nature of ML [30]. The lack 
of interpretability in ML limits its use in medical deci-
sion support [31]. SHapley Additive exPlanations (SHAP) 
analysis is a method used to interpret ML model pre-
dictions, whose theoretical foundation is Shapley val-
ues from game theory [32]. SHAP provides a unified 
approach to explain the outputs of various ML models, 
allowing for feature importance assessment and offering 
both local and global interpretations. It can be used to 
address the ‘black box’ problem of ML.

The purpose of this study was to develop an interpre-
table ML model that integrates intratumoral and peritu-
moral radiomic features with clinical, radiological, and 
metabolic features, to predict the risk of csPCa in patients 
with suspicious lesions on MRI, improve diagnostic accu-
racy and optimize pre-biopsy risk stratification.

0.875, respectively). SHAP analysis revealed that the intra-rad-score, PSAD, peri-rad-score, and PI-RADS score were the 
most important predictors of the combined model.

Conclusion We developed and validated a robust machine learning model incorporating intratumoral and 
peritumoral radiomic features, along with clinicoradiological and metabolic parameters, to accurately identify csPCa. 
The prediction process was visualized via SHAP analysis to facilitate clinical decision- making.

Keywords Prostate cancer, Radiomics, Machine learning, Interpretability
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Methods
Patients
This study was approved by the institutional review board 
(approval number, 2023 − 761). From April 2020 to Janu-
ary 2024, a total of 658 PCa patients who had undergone 
MRI and MRS evaluations for suspicious prostate lesions 
at our institution were retrospectively reviewed. An addi-
tional set of 256 patients collected between January 2024 
and November 2024 was used as the temporal validation 
set. Of these, 350 were included in the final analysis. The 
inclusion criteria were as follows: (a) aged ≥ 18 years; (b) 
patients who underwent MRI including at least T2WI, 
DWI, and MRS; and (c) biopsy pathology outcome was 
available after MRI. The exclusion criteria were as fol-
lows: (a) patients who did not undergo prostate biopsy 
(n = 469); (b) incomplete clinicopathological data (n = 10); 
(c) biopsy or treatment performed prior to MRI (n = 31); 
(d) poor image quality due to artifacts or incomplete 

examination (n = 3); and (e) inconsistent scanners (n = 51). 
The flowchart of patient selection is shown in Fig. 1.

Clinical, radiological and metabolic data collection
The clinical data of the enrolled patients, including age, 
PSA, DRE, tumor location, and the history of hyperten-
sion, smoking and drinking, were acquired from the elec-
trical medical record system. The prostate volume was 
calculated via the ellipsoid formula (V=a*b*c*π/6, where 
a, b, and c are the three axes of the prostate measured 
by MRI) and the PSA density (PSAD) was calculated by 
dividing the PSA by the prostate volume. PI-RADS scores 
of prostate lesions were retrospectively evaluated based 
on PI-RADS V2.1 by two radiologists with more than five 
years of experience in prostate imaging interpretation. 
Metabolic data, including the Cho, Cr and Cit levels of 
the index lesion were obtained via MRS.

Fig. 1 Flow chat of patient selection
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CsPCa was defined as lesions with a Gleason 
score ≥ 3 + 4 evaluated by prostate biopsy [3]. Patients 
were classified as having csPCa, ciPCa, and benign pros-
tate lesions. The latter two are classified as non-clinically 
significant prostate cancer (non-csPCa). All patients were 
randomly divided into training set and testing set at a 
ratio of 7:3.

Magnetic resonance imaging protocol
MRI was conducted via a 3.0 Tesla MRI scanner (Mag-
netom Skyra, Siemens Healthcare, Erlangen, Germany) 
with an 18-element body coil above the pelvis. The 
imaging protocol included: (1) axial T2WI (repetition 
time/echo time [TR/TE] 4400/108 msec, slice thick-
ness 3.5  mm, slice spacing 0  mm, field of view (FOV) 
230 mm×230 mm, voxel size 0.7 × 0.7 × 3.5 mm, NEX = 2. 
(2) axial single-shot echo-planar DWI: TR, 5100 ms; TE, 
61 ms; slice thickness, 3.5 mm; slice spacing, 0 mm; FOV 
280 × 280 mm, voxel size 1.8 × 1.8 × 3.5 mm, and b-values 
of 0, 800 s/mm² (NEX = 5, 5) to generate ADC maps.

Tumor segmentation
The image data were postprocessed offline with 3D Slicer 
(version 4.11, https://www.slicer.org). Before  s e g m e n t a t i o 
n , N4 magnetic field inhomogeneity [33] and z score nor-
malization of the MRI signal intensities for T2-weighted 
images were performed. A radiologist (reader one) 
with more than 10 years of experience in prostate MRI 
interpretation performed the segmentation manually. 
Another radiologist (reader two) with 3 years of experi-
ence in prostate mp-MRI randomly selected 30 cases 
using a simple random sampling method for segmenta-
tion to evaluate the reproducibility of segmentation, 
which has been practiced in previous studies 35,133,200, 
37,924,497.

For each patient, the intratumoral volumes of inter-
est (VOIintra) and peritumoral VOI (VOIperi) of the index 
lesion were delineated on both T2WI and ADC maps. 
If there were multiple lesions, the lesion with the high-
est PI-RADS score was chosen as the index lesion. The 
VOIintra was delineated along the tumor boundary. For 
lesions in the peripheral zone, the VOI delineation on 
T2WI was adjusted and calibrated using the ADC map 
as a reference. Conversely, for lesions in the transition 
zone, the VOI delineation on ADC maps was adjusted 
using the T2WI as a reference. Considering the relatively 
small volume of the prostate gland and the slice thickness 
of 3.5 mm in this study, in order to avoid including exces-
sive normal prostate tissue and other structures, while 
ensuring sufficient information capture across slices, we 
defined the peritumoral region as the area within a 4 mm 
extension around the tumor. Then the VOI was auto-
matically expanded outward by 4 mm, and non-prostatic 
tissues (including periprostatic adipose tissue, seminal 

vesicles, the rectum, the urethra, and the bladder) were 
manually removed to obtain the VOIperi (Fig. 2).

Feature extraction and selection
Radiomic features were extracted via the Radiomics 
extension of 3D slicer, which provides a graphical user 
interface to the pyradiomics library (version 3.0.1). All 
radiomics features were extracted from 3D volumes. 
Before feature extraction, the fixed bin width method 
was used for discretizing the image intensities, with the 
bin width of 5 for T2WI and 25 for ADC maps, and all 
images were isotropically resampled to a voxel dimen-
sions of 2 × 2 × 2 mm3. These features include original 
shape features (n = 14), first-order features (n = 18), gray 
level dependence matrix (GLDM) features (n = 14), gray 
level co-occurrence matrix (GLCM) features (n = 24), 
gray level run length matrix (GLRLM) features (n = 16), 
gray level size zone matrix (GLSZM) features(n = 16), 
neighborhood gray tone difference matrix (NGTDM) 
features (n = 5), and high-order features with wavelet fil-
tering (n = 744). For each patient, a total of 851*4 features 
were extracted from VOIintra and VOIperi on both T2WI 
and ADC maps.

Z-score normalization was used for each radiomic fea-
ture to increase comparability. The intraclass correlation 
coefficient (ICC) was used to evaluate the consistency 
between the two readers, and features with an ICC ≥ 0.8 
were selected for further analysis. Univariate hypothesis 
testing was conducted to select features with a signifi-
cance level of p < 0.05. Depending on the normality of the 
data, either the Student’s t test or the Mann‒Whitney U 
test was used. Subsequently, Pearson correlation coef-
ficient (PPC) analysis was performed on all the features. 
For any pair of features with a correlation coefficient 
|r|>0.80, one feature was randomly removed to eliminate 
collinearity. Finally, feature selection was performed via 
a logistic regression (LR) -based recursive feature elimi-
nation (RFE) model. RFE iteratively trains the model and 
gradually eliminates the least important features to select 
the subset of features that contribute most to the model 
[34]. Considering that the number of samples for mod-
eling should be at least 10 times the number of features, 
the maximum number of features selected was set to 19 
according to the sample size of the training set. Conse-
quently, 19 RFE models were constructed to select 1–19 
features, and 5-fold cross-validation was performed to 
select the optimal model and feature subset based on the 
average accuracy of the validation set. The intratumoral 
and peritumoral radiomic scores (intra-rad-score and 
peri-rad-score) were generated via the linear combina-
tion of the features and their corresponding coefficients 
(from the LR model) of the optimal feature subset.

https://www.slicer.org
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Construction and comparison of prediction models
A total of five models were constructed on the training 
set and validated on the testing set. The intra-radiomics 
model and peri-radiomics models were constructed 
using the generated intra-rad-score and peri-rad-score, 
respectively. Additionally, a clinical model, an MRS 
model, and a combined model integrating clinical, MRS, 
and rad-scores were constructed via eXtreme Gradi-
ent Boosting (XGBoost) machine-learning algorithms. 
Before constructing the XGBoost models, we conducted 
univariate analysis on all candidate variables. Only vari-
ables that were statistically significant in the univariate 
analysis were included in the model construction pro-
cess. The XGBoost classifier (from the XGBoost library) 
was trained using the training dataset. To identify the 
optimal hyperparameters, we conducted a grid search 
with 5-fold cross-validation. The following hyperparame-
ters were tuned: max_depth, n_estimators, learning_rate, 
subsample, colsample_bytree, alpha, and lambda.

Model performance was evaluated in the training 
set, testing set and validation set via receiver operating 

characteristic (ROC) curves, with the area under the 
ROC curve (AUC), accuracy, F1 score, sensitivity, and 
specificity. Delong’s test was employed to statistically 
compare the AUCs of the models. Additionally, SHAP 
analysis was used to interpret and visualize the predic-
tion process of the combined model.

Statistical analysis
Statistical analyses were performed using SPSS software 
ver. 23.0 (IBM Corp., Armonk, NY) and Python 3.10.4. 
The differences in continuous variables between the 
training and testing sets as well as between the training 
and validation sets were assessed by the Student’s t test 
or the Mann–Whitney U test according to the results of 
the normality test. The chi-square test was used to evalu-
ate differences in categorical variables. A two-sided p 
value < 0.05 was considered statistically significant in all 
analyses.

Fig. 2 Flow chat of model construction based on radiomics and machine learning
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Results
Basic characteristics of patients
Among the 350 patients (median age, 72; interquartile 
range, IQR: 67–78) included in this study, 173 were diag-
nosed with csPCa, whereas 177 had non-csPCa (includ-
ing 137 benign lesions and 40 Gleason score ≤ 3 + 3 
lesions). The patient cohort from April 2020 to January 
2024 was randomly divided into a training set (n = 191) 
and a testing set (n = 83) at a 7:3 ratio. An additional 
set of 76 patients collected between January 2024 and 
November 2024 was used as a temporal validation set. 
The detailed clinical characteristics and MRI findings 
of the training, testing and temporal validation sets are 
presented in Table  1. No significant differences were 
observed between the training and testing sets. However, 
there was some difference between the training set and 
the temporal validation set, reflecting the distributional 
differences of patients over time (Table 1). According to 
the results from the training set, age, PSA, PSAD, smok-
ing status, Cr, Cho, Cit, (Cho + Cr)/Cit, location, and PI-
RADS score were significantly different between the two 
groups (Table 2). These variables were included as candi-
date variables for XGBoost model construction.

Feature selection and intra/peri-rad-score construction
Feature selection and rad-score construction were per-
formed based on intratumoral and peritumoral radiomics 
separately. A total of 1,702 radiomic features derived 
from T2WI and ADC were extracted from the VOIintra 

or VOIperi. In intratumoral radiomics, first, 127 features 
were removed on the basis of an ICC<0.8, and 245 fea-
tures were removed via Student’s t-test or Mann-Whit-
ney U test. Second, 230 low-correlation features were 
retained via PPC analysis. Finally, the RFE algorithm 
determined 19 LR models containing 1 to 19 features, 
and the optimal model containing 10 features was identi-
fied through 5-fold cross-validation, as shown in Fig. 3A; 
Table 3. This LR model was used to construct the intra-
rad-score. Similarly, in the peritumoral radiomics, 156 
and 369 features were removed through ICC and uni-
variate analysis, respectively. Then, 216 features were 
retained through the PCC. Finally, the optimal feature 
subset containing 16 features was determined using the 
RFE algorithm (Fig.  3B, and Table  3) and the peri-rad-
score was constructed.

Development and validation of prediction models
Five prediction models were constructed to demonstrate 
the clinical utility of radiomics, including (1) the clini-
cal model incorporating age, PSA, PSAD, smoking sta-
tus, location, and PI-RADS scores; (2) the MRS model 
integrating Cr, Cho, Cit, and (Cho + Cr)/Cit; (3) the 
intra-radiomics model and (4) the peri-radiomics model 
developed using the generated intra-rad-score and peri-
rad-score respectively; and (5) the combined model inte-
grating clinical, radiological, metabolic, and radiomic 
features.

Table 1 Clinical features and MRI findings of training, testing and validation sets
Variables Training set (n = 191) Testing set (n = 83) Validation set (n = 76) pa pb

Age (year) 71.0 (66.0–78.0) 72.0 (67.0–79.0) 73.5 (69.0–78.0) 0.671 0.148
PSA (ng/ml) 20.0 (13.3–41.2) 19.4 (11.7–46.2) 18.3 (10.6–38.2) 0.128 0.088
PSAD (ng/ml2) 0.40 (0.22–0.76) 0.31 (0.14–0.99) 0.30 (0.13–0.67) 0.533 0.002*

Volume (mm3) 56.2 (37.5–78.4) 66.0 (43.6–89.3) 70.6 (45.7–119.0) 0.041 0.001*

DRE (+) 83 (43.5%) 31 (37.3%) 21 (27.6%) 0.353 0.011*

Hypertension (+) 96 (50.3%) 37 (44.6%) 32 (42.1%) 0.396 0.143
Smoke (+) 80 (34.6%) 26 (29.5%) 12 (15.8%) 0.362 0.001*

Alcohol (+) 29 (15.2%) 16 (19.3%) 5 (6.6%) 0.404 0.040
Cr 0.83 (0.37–1.45) 0.87 (0.43–1.45) 1.03 (0.49–1.83) 0.865 0.170
Cho 2.45 (1.72–3.61) 2.66 (1.80–3.44) 2.61 (2.04–3.43) 0.946 0.371
Cit 2.78 (1.51–5.27) 2.28 (1.37–5.24) 4.14 (2.30–7.43) 0.538 0.002*

(Cho + Cr)/Cit 1.34 (0.65–2.36) 1.43 (0.68–2.71) 0.67 (0.49–1.93) 0.534 0.007*

Location 0.373 0.001*

 PZ 128 (67.0%) 52 (62.7%) 36 (47.4%)
 TZ 63 (33.0%) 31 (37.3%) 40 (52.6%)
PIRADS score 0.494 0.006*

 3 68 (35.6%) 25 (30.1%) 19 (25.0%)
 4 51 (26.7%) 23 (27.7%) 31 (40.8%)
 5 72 (37.7%) 35 (42.2%) 26 (34.2%)
Data are presented as medians ± interquartile ranges (IQR) or numbers of patients with percentages in parentheses

*, p<0.025. P-values were adjusted for multiple comparisons using the Bonferroni correction (alpha = 0.05, adjusted p-value threshold = 0.025)

Pa, training set vs. testing set

Pb, training set vs. validation set
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The ROC curves and the AUC, accuracy, F1 score, sen-
sitivity, and specificity of each model are presented in 
Table  4; Fig.  4. In the training set, the combined model 
demonstrated a significantly greater AUC (1.000) than 
did the MRS, intra-radiomics, and peri-radiomics mod-
els (AUC = 0.856, 0.939, and 0.957, respectively), while 
showing comparable performance to the clinical model 
(AUC = 0.982). However, in the testing set, the com-
bined model exhibited a significantly superior AUC 
(AUC = 0.968) compared with both the clinical and MRS 
models (AUC = 0.868, and 0.824, respectively) but showed 
no statistically significant difference compared with the 
intra-radiomics and peri-radiomics models (AUC = 0.936, 
and 0.943, respectively). The combined model demon-
strated the highest accuracy, F1 score, sensitivity, and 
specificity among all the models in the testing set. In the 
temporal validation set, the combined model still showed 
the highest AUC (0.940) and demonstrated better perfor-
mance in accuracy, F1 score, sensitivity, and specificity.

Model visualization and interpretation
The visualization and interpretation of the combined 
model were demonstrated using SHAP analysis from 
both global and individual perspectives. The Shapley 
(SHAP) values represent the magnitude of each feature’s 
contribution to the model output. A larger SHAP value 
indicates a greater positive influence of the feature on the 
prediction outcome.

In the global visualization, the SHAP bar plot (Fig. 5A) 
illustrates the ranking of feature importance in the 

model. The intra-rad-score, PSAD, peri-rad-score, PI-
RADS score, PSA, and Cit demonstrated high impor-
tance. The SHAP bees-warm plot (Fig.  5B) displays an 
information-dense summary illustrating the impact of 
top features on the model’s output. Each dot represents 
an individual sample, with its position on the x-axis 
determined by the SHAP value of the corresponding fea-
ture. The color of the dots indicates the magnitude of the 
feature value, which transitions from blue (low values) to 
red (high values). The dots are stacked to form a distri-
bution density. For the top five features (intra-rad-score, 
PSAD, peri-rad-score, PI-RADS score, and PSA), the 
red dots are predominantly on the right side, indicating 
that high feature values positively influence the predic-
tion probability. Conversely, for Cit (citrate), the red dots 
are located mainly on the left side, suggesting that high 
citrate values negatively impact the prediction result. The 
distribution of the bottom five features does not show a 
significant pattern.

In the individual visualization, the SHAP force plot 
(Fig. 6) shows how the model arrives at its decision in a 
specific single case. The main features contributing to the 
prediction of a specific sample, along with their SHAP 
values, are displayed as bar-shaped arrows. The SHAP 
values represent each feature’s contribution to the predic-
tion outcome. Positive values (red arrows) indicate posi-
tive contributions (an increased risk of csPCa), whereas 
negative values (blue arrows) denote negative contribu-
tions. The base value is the average of all output values 
of the model on the training set, and f (x) represents its 

Table 2 Univariate analysis of the clinicoradiological features in the training set
csPCa (n = 101) non-csPCa (n = 90) p

Age (year) 73.0 (68.0–78.0) 69.5 (65.8–76.3) 0.032*

PSA (ng/ml) 36.2 (18.7–49.0) 15.9 (9.7–21.1) <0.001*

PSAD (ng/ml2) 0.64 (0.30–1.10) 0.27 (0.15–0.45) <0.001*

Volume (mm3) 53.2 (33.7–74.9) 61.2 (42.7–83.4) 0.073
DRE (+) 37 (36.6%) 46 (32.5%) 0.537
Hypertension (+) 46 (45.5%) 50 (55.6%) 0.167
Smoke (+) 32 (31.7%) 48 (53.3%) 0.002*

Alcohol (+) 16 (15.8%) 13 (14.4%) 0.788
Cr 0.70 (0.34–1.18) 1.06 (0.40–1.70) 0.018*

Cho 3.02 (1.94–4.20) 2.07 (1.59–2.90) <0.001*

Cit 2.01 (1.09–3.12) 4.49 (2.40–6.83) <0.001*

(Cho + Cr)/Cit 2.03 (1.34–3.14) 0.68 (0.47–1.20) <0.001*

Location <0.001*

 PZ 83(82.2%) 45 (50.0%)
 TZ 18 (17.8%) 45 (50.0%)
PIRADS score <0.001*

 3 17 (16.8%) 51 (56.7%)
 4 26 (25.7%) 25 (27.8%)
 5 58 (57.4%) 14 (15.6%)
Data are presented as medians ± interquartile ranges (IQR) or numbers of patients with percentages in parentheses

P value was calculated by using the Mann–Whitney U test for continuous variables and Pearson’s χ2 test for categoric variables

*, p<0.05
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Fig. 3 Cross validation score plots of the training set (A) and testing set (B). A recursive feature elimination (RFE) algorithm based on logistic regression 
was employed for feature selection in both the training and testing sets. Five-fold cross-validation was performed, and the optimal feature subset was 
selected based on the average model accuracy in the validation set. For each number of features selected, the graph shows the mean and standard 
deviation of the model’s cross-validation accuracy. The best models in the training and testing sets are built with 10 and 16 features respectively (red 
dashed lines), respectively
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final prediction outcome. Figure  6 shows four examples 
of correctly predicted csPCa and non-csPCa cases.

Discussion
In this study, an interpretable ML model was constructed 
by integrating intratumoral and peritumoral radiomic 
features with clinicoradiological and metabolic param-
eters. The purpose of the study was to fully utilize mor-
phological, functional, metabolic information, and 
radiomics to enhance the efficacy of csPCa identification, 
while comprehensively evaluating the predictive value of 
each parameter. The study revealed that the combined 
model achieved a high AUC of 0.968 and 0.940 in testing 

and validation set in the prediction of csPCa. The model 
still demonstrated high performance in the temporal 
validation set, despite slight differences in the population 
distribution, indicating that the model has a certain level 
of stability. The parameters that contributed most sig-
nificantly to the predictive value were the intra-rad-score, 
PSAD, peri-rad-score, and PI-RADS score. Interestingly, 
metabolic information based on the MRS demonstrated 
limited predictive value for csPCa.

Prostate biopsy remains the gold standard for diagnos-
ing csPCa [10]. However, this invasive procedure is asso-
ciated with various complications, including bleeding, 
infection, pain, lower urinary tract symptoms (LUTS), 

Table 3 Optimal feature subset and coefficients for LR model construction selected by RFE in intra-radiomics and peri-radiomics
Intra-radiomics Peri-radiomics
Variables Coefficients Variables Coefficient
Intercept 0.0271 Intercept -0.3104
ADC_intra_original_firstorder_Minimum 0.6760 ADC_peri_original_firstorder_Minimum 0.1185
ADC_intra_original_glcm_JointEntropy 0.8090 ADC_peri_original_glcm_Imc1 0.44308
ADC_intra_wavelet-HLL_glcm_JointAverage 0.9541 ADC_peri_original_shape_Sphericity 0.1115
ADC_intra_wavelet-LLL_firstorder_10Percentile -1.2014 ADC_peri_wavelet-HHH_glszm_ZoneEntropy -0.8737
ADC_intra_wavelet-LLL_firstorder_90Percentile -1.0687 ADC_peri_wavelet-HHL_gldm_LargeDependenceLowGrayLevelEmphasis -1.4451
ADC_intra_wavelet-LLL_glcm_MCC -0.4457 ADC_peri_wavelet-HLL_firstorder_Mean -0.5321
T2_intra_wavelet-LHH_firstorder_Kurtosis 0.4659 ADC_peri_wavelet-LHL_glcm_Id -0.9485
T2_intra_wavelet-LHL_firstorder_Kurtosis 0.0860 ADC_peri_wavelet-LLH_glrlm_RunEntropy 0.9242
T2_intra_wavelet-LHL_firstorder_Minimum -0.6449 ADC_peri_wavelet-LLL_firstorder_Median -1.0187
T2_intra_wavelet-LLL_firstorder_10Percentile -0.8418 ADC_peri_wavelet-LLL_firstorder_Minimum -0.0595

T2_peri_wavelet-HHL_firstorder_Maximum 0.3938
T2_peri_wavelet-HLH_firstorder_Kurtosis 0.2986
T2_peri_wavelet-LHL_firstorder_Skewness -0.3093
T2_peri_wavelet-LLH_glcm_Idmn -0.5498
T2_peri_wavelet-LLH_glcm_Idn 0.8348
T2_peri_wavelet-LLL_firstorder_Minimum -0.5041

LR, logistic regression; RFE, recursive feature elimination

Table 4 Prediction performance of each model in the training, testing, and validation sets
Model AUC (95% CI) Accuracy F1 score Sensitivity Specificity Delong test p

Training set Clinical 0.982 (0.964–0.995) 0.927 0.927 0.911 0.944 0.061
MRS 0.856 (0.798–0.911) 0.770 0.757 0.941 0.578 <0.001*

Intra-radiomics 0.939 (0.905–0.968) 0.874 0.875 0.871 0.878 <0.001*

Peri-radiomics 0.957 (0.928–0.980) 0.911 0.911 0.891 0.933 0.004*

Combined 1.000 (0.999-1.000) 0.990 0.989 1.000 0.978 Ref
Testing set Clinical 0.868 (0.782–0.947) 0.795 0.795 0.795 0.795 0.024

MRS 0.824 (0.726–0.904) 0.735 0.720 0.909 0.538 0.004*

Intra-radiomics 0.936 (0.884–0.980) 0.880 0.879 0.886 0.872 0.352
Peri-radiomics 0.943 (0.894–0.983) 0.904 0.902 0.955 0.846 0.442
Combined 0.968 (0.924–0.995) 0.928 0.927 0.932 0.923 Ref

Validation set Clinical 0.834 (0.718–0.936) 0.737 0.732 0.821 0.688 <0.001*

MRS 0.787 (0.660–0.896) 0.750 0.743 0.786 0.729 <0.001*

Intra-radiomics 0.913 (0.843–0.974) 0.816 0.811 0.893 0.771 0.365
Peri-radiomics 0.893 (0.795–0.969) 0.882 0.874 0.857 0.896 0.117
Combined 0.940 (0.881–0.988) 0.895 0.890 0.923 0.875 Ref

AUC, aera under the curve, CI, confidence interval

*, p<0.0125. P-values were adjusted for multiple comparisons using the Bonferroni correction (alpha = 0.05, adjusted p-value threshold = 0.0125)
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urinary retention, and erectile dysfunction (ED) [14]. 
Moreover, a single biopsy is limited in its ability to char-
acterize the entire tumor comprehensively due to spa-
tial and temporal tumor heterogeneity [35]. Therefore, 
further risk assessment to avoid unnecessary biopsies is 
imperative. Although pre-biopsy mpMRI has significantly 
reduced false-positive findings in biopsies guided by the 
PSA and DRE pathways [15], a proportion of patients 
with PI-RADS scores of 4–5 still have negative biopsy 
results. Moreover, the incidence of csPCa in patients with 
a PI-RADS category of 3 is as low as 13% [36].

Radiomics offers a promising approach to overcome 
the subjectivity inherent in the PI-RADS scoring system 
by providing a more objective, quantitative analysis for 
tumor characterization. An increasing body of evidence 
suggests that radiomics can reveal tumor phenotypes 
[37]. Bonekamp et al. [38], Min et al. [39], and Zhang 
et al. [40] have reported the potential of mpMRI-based 
radiomics for diagnosing csPCa. However, these studies 
focused primarily on the intratumoral region. Recently, 
interest in exploring the value of peritumoral radiomics 
in assessing PCa has increased. Similar to our study, 
Zhang et al. [41] developed a nomogram incorporating 
intratumoral and peritumoral radiomic features along 
with PSA for diagnosing csPCa. They concluded that 
peritumoral features added value to the radiomic model, 
improving the predictive performance for csPCa. How-
ever, their study did not independently evaluate the value 
of peritumoral features, nor did it include a wider range 

of clinical parameters. Another study developed an ML 
model based on peritumoral radiomic features to dif-
ferentiate between high and low Gleason Grade Groups 
(Gleason score ≥ 4 + 3 vs. GS ≤ 3 + 4). The model achieved 
an AUC of 0.85. However, it is important to note that 
their classification criteria differ from those used in our 
study. Furthermore, Algohari et al. [42] reported that per-
itumoral radiomic features were independently associ-
ated with PCa risk stratification. They demonstrated that 
combining peritumoral and intratumoral features sig-
nificantly improved the predictive performance. Another 
study [43] suggested that peritumoral features outper-
formed intratumoral features in preoperatively predict-
ing extracapsular extension (ECE) status. Our study is the 
first to develop a comprehensive model integrating intra-
tumoral and peritumoral radiomic features with clini-
coradiological and metabolic parameters for predicting 
csPCa. In the testing set, the AUC of the intra-radiomics 
model was slightly lower than that of the peri-radiomics 
model, although this difference was not statistically sig-
nificant, while in the validation set, the AUC of the intra-
radiomics model was slightly higher than that of the 
peri-radiomics model. SHAP analysis of the combined 
model revealed that the intra-radiomics score provided 
the most substantial contribution to the model’s pre-
dictions. These findings suggest that intratumoral het-
erogeneity plays a more crucial role than peritumoral 
characteristics in the prediction of csPCa, even though 
peritumoral radiomics also contributes significantly. The 

Fig. 4 ROC curves and radar charts of the model evaluation parameters for the five models in the training, testing, and validation sets. The radar chart 
displays the AUC, accuracy, F1 score, sensitivity, and specificity of the five models
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significant contribution of peritumoral radiomic features 
in our model suggests that these biological processes in 
the tumor microenvironment provide valuable informa-
tion for assessing PCa aggressiveness, complementing 
the intratumoral features.

While radiomics is a data-driven analytical approach, 
the intrinsic meaning of its features remains largely 
unclear. From a histopathological perspective, PCa of 
different pathological grades exhibit variations in intra-
tumoral cellular components, collagen levels, fluid con-
tent, and fibromuscular stroma. CsPCa is characterized 
by poor differentiation, leading to increased cellular 

density and reduced extracellular space [17]. Further-
more, according to the International Society of Urologi-
cal Pathology (ISUP) Gleason grading system for PCa, 
high-grade Gleason components (4 or 5) include poorly 
formed glands, fused glands, cribriform growth pat-
terns, and glomeruloid structures(3). These differences in 
microscopic histopathological features of tumors may be 
captured and quantified through imaging-based radiomic 
analysis. Similarly, the peritumoral region plays a crucial 
role in tumor growth and progression [25]. On the one 
hand, the rapid proliferation of cancer cells leads to rela-
tive hypoxia in the peritumoral area [44], resulting in the 

Fig. 5 Global visualization of the combined model through SHAP. (A) The SHAP bar chart shows the weights of the most important features in the model. 
(B) The SHAP bees-warm plot displays an information-dense summary illustrating the impact of top features on the model’s output
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Fig. 6 Individual visualization of the combined model through SHAP. (A) and (B) show two examples of correctly predicted csPCa cases. (C) and (D) show 
two examples of correctly predicted non-csPCa cases. (A) for this specific sample, the PI-RADS score, Cit level, peri-rad-score, and intra-rad-score increase 
the prediction probability of csPCa, whereas the PSAD and PSA have the opposite effect. (B) exhibits a similar pattern. In contrast, (C) shows that the 
peri-rad-score, PSAD, and PSA increase the predicted probability of non-csPCa, whereas the intra-rad-score and PI-RADS score have the opposite effect. 
Figure (D) displays a comparable pattern to (C)
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production of numerous hypoxia-related factors such as 
hypoxia-inducible factor-1 (HIF-1). These factors regu-
late the formation of blood and lymphatic vessels in the 
peritumoral region [45]. On the other hand, peritumoral 
inflammatory responses and immune cell infiltration 
increase the heterogeneity of the peritumoral microenvi-
ronment [26, 46]. These biological processes may explain 
the mechanism by which peritumoral radiomics can 
characterize PCa aggressiveness.

In our results, PSAD emerged as the most important 
clinical parameter in the combined model, underscoring 
its significance in PCa diagnosis. This finding aligns with 
previous research [47]. A study involving 182 PI-RADS 
category 4 and 5 lesions identified PSAD as an indepen-
dent risk factor for predicting csPCa [48]. Furthermore, 
a multi-institutional study demonstrated that combin-
ing PSAD with MRI can individualize clinical decision-
making, reducing both false-positive and false-negative 
rates [49]. Another study [22] similarly recommended 
the integration of PSAD and MRI for pre-biopsy risk 
stratification. When combined with radiomics, PSAD 
continues to demonstrate significant predictive power. 
A study by Zhao et al. [50] investigating the combination 
of radiomics and clinical features for predicting csPCa in 
PI-RADS 3 lesions in the transition zone revealed that 
the PSAD was the only significant clinical factor. Simi-
larly, PSAD has emerged as a crucial predictor in a clini-
cal-radiomics model for detecting PCa in PSA gray zone 
(4–10 ng/mL) lesions [51]. These findings underscore 
PSAD’s role as a well-established indicator in pre-biopsy 
risk assessment for PCa, positioning it as an essential bio-
marker to consider in predictive model development.

In this study, we incorporated metabolic information 
from MRS for modeling, considering both the absolute 
concentrations of metabolites and the (Cho + Cr)/Cit 
ratio as metabolic indicators. SHAP analysis of the com-
bined mode revealed that the metabolic information pro-
vided by MRS contributed relatively little to the model’s 
predictions, with only Cit showing a slight value. To our 
knowledge, no previous studies have combined the MRS 
with clinical, anatomical and functional imaging, as well 
as radiomics, in a machine learning model to predict 
scPCa. Our results demonstrate that MRS plays a limited 
role in evaluating csPCa within a comprehensive model. 
Previous studies have suggested that MRS has diagnos-
tic potential in improving PCa detection, localization, 
and characterization [52, 53]. However, owing to long 
scan times and low spatial resolution, the use of MRS 
as a clinical tool for PCa localization or staging remains 
uncertain. PI-RADS v2.1 no longer recommends MRS as 
a primary examination method. Nevertheless, new non-
invasive methods for in vivo metabolite assessment, such 
as chemical exchange saturation transfer (CEST) [54] and 

hyperpolarized carbon 13 MRI [55], may provide more 
applicable and accurate clinical value.

This study has several limitations that should be con-
sidered. Firstly, this study was a single-center retro-
spective analysis, which limits the generalizability of 
the findings. The reliability of our conclusions requires 
external validation through multi-center studies or 
prospective trials. Secondly, there is a lack of standard-
ized criteria for defining the peritumoral region in PCa 
imaging studies. In this study, we chose a 4 mm peritu-
moral zone based on the rationale that areas closer to the 
tumor contain richer information. Additionally, given 
that prostate glands and lesions are often relatively small, 
a narrower range was deemed appropriate. The 4  mm 
expansion was also selected because it is close to the slice 
thickness of 3.5 mm in our imaging, ensuring a consistent 
and accurate delineation of the tumor and its surround-
ing area. However, our study did not compare the differ-
ences between peritumoral regions to varying extents. 
This limitation leaves room for future research to estab-
lish optimal peritumoral zone definitions for radiomics 
analysis in PCa. The segmentation of lesions in this study 
relied on manual delineation. This method is subject to 
inter-observer variability and may have limited reproduc-
ibility. Although we conducted ICC analysis and excluded 
features with poor consistency, this approach may not 
entirely eliminate the impact of subjective factors on the 
results. The use of semi-automated or fully automated 
segmentation methods in future studies could address 
this limitation and improve reproducibility. Additionally, 
the ICC analysis was based on segmentation of images 
from 30 randomly selected patients by a second physi-
cian, primarily to reduce the workload. Although this 
method has been practiced in previous studies, the ideal 
approach would be to perform a full re-segmentation of 
the entire dataset for more thorough evaluation.

Conclusion
We developed and validated an interpretable machine 
learning model that integrates intratumoral and peri-
tumoral radiomic, clinicoradiological, and metabolic 
information to predict csPCa. The model demonstrated 
excellent performance and has the potential to stratify 
risk in PCa patients, reduce unnecessary biopsies, and 
optimize clinical decision-making in the context of PCa 
management.
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