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Abstract

Inspired by classical works, when constructing local relationships in point clouds, there is

always a geometric description of the central point and its neighboring points. However, the

basic geometric representation of the central point and its neighborhood is insufficient.

Drawing inspiration from local binary pattern algorithms used in image processing, we pro-

pose a novel method for representing point cloud neighborhoods, which we call Point Cloud

Local Auxiliary Block (PLAB). This module explores useful neighborhood features by learn-

ing the relationships between neighboring points, thereby enhancing the learning capability

of the model. In addition, we propose a pure Transformer structure that takes into account

both local and global features, called Dual Attention Layer (DAL), which enables the network

to learn valuable global features as well as local features in the aggregated feature space.

Experimental results show that our method performs well on both coarse- and fine-grained

point cloud datasets. We will publish the code and all experimental training logs on GitHub.

Introduction

Point cloud classification is one of the core tasks in the field of computer vision and plays a

vital role in various fields, such as urban information modeling, 3D map creation, and auto-

matic driving.

For irregular point cloud data, PointNet [1] pioneered point-based deep neural network

technology using a point-wise Multi-Layer Perceptron(MLP) and symmetric function. Subse-

quently, PointNet++ [2] introduced local SetAbstraction to realize local information aggrega-

tion. The development of these techniques has inspired subsequent research, and many

excellent studies have developed novel and complex local aggregation modules to enhance the

local information representation ability of point clouds. However, these methods mostly estab-

lish the relationship between neighborhood points and the center point to form an implicit or

explicit local geometric description, thereby enhancing the aggregation and representation

capabilities of the local point cloud. We believe that strengthening the correlation between

neighborhood points, rather than just the correlation between neighborhood points and the
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center point, will be more helpful for the local feature extraction of point clouds, which will

bring beneficial effects to downstream tasks.

In this paper, we propose a plug-and-play Local Auxiliary Block called the Point Cloud

Local Auxiliary Block (PLAB), which focuses on enhancing the correlation between neighbor-

ing points to improve the local feature representation capabilities of point clouds. Inspired by

the extraction methods of image texture features, particularly the Local Binary Pattern (LBP)

[3], this method emphasizes the subtle structural differences between different regions in an

image and is mainly used to describe the surface properties of an image or image region, such

as the thickness and density of the texture, which aid in image discrimination. Inspired by this,

we sought to use neural networks to identify potential “texture features” in point clouds to

improve the expression of local features. Mimicking LBP, we propose a local feature aggrega-

tion module, which uses relationship mapping between neighboring points relative to the cen-

tral point to obtain sufficient neighborhood feature information by feature aggregation instead

of using an encoding process. To improve the sensitivity of neighborhood points, we trans-

form the Cartesian coordinate system into a spherical coordinate system as a supplementary

feature, and we use the spherical coordinates to sort the adjacent points clarifying the point–

pair relationships. For more consistent order independence, we employ a symmetric function

to aggregate the information of neighboring points.

Furthermore, we note that the over-subdivision of the PLAB structure may introduce addi-

tional noise. To address this problem, we propose a novel local and global fusion pure Trans-

former Layer called the Dual-Attention Layer (DAL) as our backbone network. It is well

known that both local and global features play important roles in point cloud tasks. Global fea-

tures can capture the shape and structural information of the point cloud, while local features

provide set and detail information. Recently, various model have emerged for point cloud clas-

sification. The Transformer has received extensive attention owing to its strong long-range

dependence modeling ability, and many outstanding works have emerged from it. For exam-

ple, the local attention mechanism of Point Transformer [4] and global attention mechanism

of Point Cloud Transformer [5] have inspired related research. Other 3D Transformer-related

variants have also been successfully explored in terms of speed, accuracy, and efficiency; how-

ever, few pure Transformer models are based on both local and global information. In our

Transformer module, offset-attention is used as the global Transformer module, and the calcu-

lated global attention scores is introduced into the local attention module with high attention

position indices, forming the DAL.

We propose a complementary module for local neighborhoods and a pure Transformer

layer model designed for local and global modeling in point cloud classification tasks.

Our main contributions are as follows:

�A novel local aggregation module, PLAB, is proposed, which can improve all types of point

cloud networks with local aggregation properties to different degrees.

�The PLAB module is plug-and-play. Without changing the original network structure, it

can be inserted directly into the model to improve its effectiveness.

�A new pure Transformer structure that integrates global and local features, DAL, is charac-

terized by low parameter count and superior performance, showing promising results on clas-

sification datasets.

Related work

Deep learning for point clouds

Owing to the disordered and unstructured nature of point clouds, early deep learning methods

were usually based on multi-view or voxel methods. Multi-view methods [6–8] usually use
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multiple viewpoints of the point cloud to capture richer information to improve task perfor-

mance. However, this projection method cannot adapt to surface density changes and is

affected by occlusion. Voxel methods [9–13] map 3D space to a regular voxel grid, so 3D con-

volution can be used naturally, but such methods are prone to losing fine-grained geometric

features, and the voxelization process results in heavy memory and computational consump-

tion. PointNet pioneered a point-based approach that uses a shared MLP to encode each indi-

vidual point and global pooling to aggregate each encoded point feature. PointNet++ is an

extension of PointNet, by using multi-scale local PointNets to enhance the geometric represen-

tation. Numerous other studies have also built upon this foundational works.

Point cloud neighborhood feature aggregation

Generally, local aggregation operators can be divided into two categories: convolution- and

graph-based methods. Among the convolution-based methods, PointCNN [14] uses x-trans-

formation to learn the weights and order of neighborhood points to ensure that the point

cloud can perform convolution operations. KPConv [15] associates the weight matrix with a

predefined kernel point in 3D space to adapt it to the uneven distribution of local points.

PAConv [16] constructs a position-adaptive convolution operator with a dynamic kernel,

which combines weight matrices in a weight library, and utilizes MLPs to learn weight coeffi-

cients based on relative point positions. Among graph-based methods, DGCNN [17], as a pio-

neering method, aggregates neighboring points in the feature space on a dynamically updated

graph at each layer. CurveNet [18] groups line segments connected into lines in a point cloud

expanding the receptive field and explore useful geometric information. Most of these methods

adhere to the basic paradigm of PointNet++, wherein the relationship between adjacent points

and center points are constructed by absolute or relative coordinates, and then other simple or

complex operations are used to obtain more explicit local geometric features.

In previous approaches, a widely used encoding approach is by constructing the coordi-

nates of neighboring points relative to the center point, which brings benefits to the model in

terms of position invariance and preservation of local structure [14–17]. However, we believe

that such an encoding approach ignores the associations between neighboring points, because

the local geometry exists not only in the relative relationship between neighboring points and

the centroid, but as a whole in all pairs of points. In order to enhance the associations between

point pairs, we attempt to enhance the representation of geometric information in the neigh-

borhood by exploring the relationships between neighborhood points used to aggregate fea-

tures, hence the proposed PLAB module.

Point cloud transformer

Transformers have made significant progress in the field of computer vision, and a series of

explorations have been conducted in the 3D point cloud field. PCT is a classical global Trans-

former structure that first employs neighborhood embedding to aggregate local information

and then uses this information as a four-layer stacked global Transformer block. Finally, global

Max pooling and average pooling are applied to obtain the global classification information.

3CROSSNet [19] utilizes cross-level, cross-scale, and cross-attention strategies to capture point

cloud features. The network first obtains point cloud subset features at different resolutions

through FPS and MLP and then uses the stack and fusion of Transformer blocks to obtain

complex structures and details in the point cloud. Referring to the Canny edge detection oper-

ator, APES [20] explored a point cloud downsampling method combined with an attention

mechanism to capture salient points in the point cloud contour. Specifically, this method cal-

culates the correlation between points and selects the points with high correlation, namely, the
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salient points on the contour for sampling. Thus, the network can learn and extract edge fea-

tures from the data more effectively. The idea of the Stratified Transformer [21] is similar to

that of Swin Transformer [22], which divides the point cloud into different windows to reduce

the computation of the Transformer. To achieve information interaction between different

windows and improve the receptive field, window displacement operation and key sampling

stratification strategy are adopted.PT [4] is another classic local Transformer structure com-

posed of five layers of continuously downsampled local Transformer blocks. For each block, it

uses KNN to obtain nearby points, and for each neighborhood point set, it uses the vector

attention mechanism to capture local features. PTv2 [23] also introduced group vector atten-

tion, position encoding multipliers, and pooling based on segmentation to enhance local geo-

metric capture and ensure sensitivity to global context. Subsequent PTv3 [24] introduced

serialized encoding to achieve faster and better results. PointConT [25] uses the locality of

points in the feature space to cluster sampling points with similar features into the same class

and calculates the self-attention for the points in each class. In the feature aggregation of Point-

ConT, the feature vector is divided into two branches of low and high frequency through max-

imum and average pooling, respectively, which are used to extract local information more

fully. In the above studies, the global attention mechanism fails to provide finer local geometric

capture [5, 19, 20], while the local attention mechanism loses its long-range dependency [4],

and the hybrid approach incorporates other complex modules or structures [21, 23–26]. How-

ever, it is easy to be overlooked that the global attention matrix is the neighborhood represen-

tation of points in the feature space, and we propose that DAL using the neighborhood

features indexed by the attention graph can preserve the long-range dependence property

inside the Transformer while accomplishing the local aggregation.

Methodology

Overview

Fig 1 shows our network architecture, in which the PLAB structure is utilized in the Embed-

ding layer to assist local feature extraction, and the main framework is constructed by stacking

the DAL, which is composed of Offset-Attention and External-Attention [27]. Specifically, in

Fig 1. Model structure. The encoder part consists of a layer of PLAB to expand the dimension, four layers of DAL with MLP to mine

features, MA Pooling to connect Max Pool and Average Pool, and LBRD consisting of Linear, BatchNorm, ReLU, and Dropout.

https://doi.org/10.1371/journal.pone.0314086.g001
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the PLAB layer, point cloud coordinates are used as the main features, and the initial features

are projected into a higher dimension space using a local MLP and symmetric function. PLAB

is used as an auxiliary feature and is extended to the same dimension as the main feature by

MLP and the symmetric function and then fused with it. The k-nearest neighbor point clusters

are organized and sorted according to the spherical coordinates to establish the point–pair

relationship among the neighborhood points and calculate the relative coordinates. The trans-

formed spherical coordinates are added to the neighborhood point pairs as supplementary fea-

tures. We want the features of the neighborhood pairs to be optional; therefore, we employ

Attentive Pooling [28] as the aggregation unit which assign different weights to the feature

channels and finally aggregate them using the summation function.

The global module of DAL utilizes the dot product of the query vector, key vector, and soft-
max to compute the attention score map, which serves as a feature selector. Specifically, it has

been demonstrated that most pixels are closely related to only a few other pixels [27], and this

is also applicable to point clouds. Therefore, the attention score formed by the dot product can

select the Top-K most relevant to the current point to fully describe the feature information of

the point. The selected Top-K feature vectors are then sent to the local Transformer module

for local attention calculation. However, due to the quadratic complexity of the attention cal-

culation incurs huge computational overhead, if the local attention calculation still uses the dot

product attention form will become DAL huge. Therefore, we utilize the lightweight attention

mechanism External-Attention for local attention calculation. This not only has the light-

weight advantage of linear complexity but also the memory unit can pay attention to the

potential relationship between different local features.

Point cloud local auxiliary block

Our PLAB module is based on the texture feature extraction algorithm, LBP, which is an oper-

ator designed the local texture features of an image and can be employed for image feature

analysis. Here, we provide a briefly introduce the classical LBP operator. The classical LBP

operator is defined as a 3×3 square window, where the center pixel of the window is taken as

the threshold and the gray value of its eight neighboring pixels is compared with the pixel

value of the center of the current window. If the pixel value of the neighborhood is less than

that of the center point, the value of the pixel is set to 0; otherwise, the value of the pixel is set

to 1. In this manner, the eight pixels in the neighborhood of a 3×3 window are compared with

the center pixel, and an 8-bit binary number is generated, which can generate 256 LBP codes.

The LBP codes calculated using this method can be used to reflect the regional texture feature

information of the window.

We note that the size comparison of neighborhood points relative to the center point within

the local window can be interpreted as a way to establish the relationship between the neigh-

borhood and center point, such as their relative position in the point cloud, whereas the binary

encoding process can be considered as a process to establish the relationship between neigh-

borhood points. As show in Fig 2, we describe this process as a simple deep learning task for

point clouds:

1. obtain the nearest neighbors of the point cloud;

2. sort the neighboring points to establish the relationship between the neighboring point

pairs;

3. learn feature information about the neighboring points.
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In local feature sorting and encoding, for the k-nearest points of each central point

Pi ¼ fP1
i . . . Pk

i g, the Cartesian coordinate system is converted into a spherical coordinate sys-

tem, and the adjacent points are sorted according to their polar angles to obtain the sorted

adjacent points P̂i ¼ fP̂1
i . . . P̂k

i g. The features of the adjacent point pairs are calculated using

the sorted adjacent points, and the dimension is extended. This is defined as follows:

Fk
i ¼ MLPfF̂ck

i ; F̂sk
i g

F̂ck
i ¼ Fck

i � Fck� 1
i ; F̂sk

i ¼ Fski � Fsk� 1
i

ð1Þ

where Fci and Fsi represent the Cartesian coordinate-based Pi features and spherical coordi-

nate-based P̂i features of neighboring points after sorting, respectively. The adoption of these

two types of coordinate representations can mitigate the feature ambiguity caused by too close

a proximity of neighboring points [29].

The attention score is then calculated. After obtaining the features of the local point pairs

Fi ¼ fF1
i . . . Fk

i g, a set of shared functions g() is used to obtain the weighted attention scores of

the features for each feature channel. Finally, the sum function is used to aggregate the adjacent

points. This is defined as follows:

Fi ¼
Xk

k¼1

ðFk
i � s

k
i Þ

sk
i ¼ gðF̂ k

i ;WÞ

ð2Þ

where W is the learnable weight of the shared MLP, and g() is formed by combining the shared

MLP with softmax. The feature aggregation of neighboring points using this method not only

brings the advantage of order independence but also means the local features of neighboring

points play a role together, similar to the encoding process of LBP.

Fig 2. PLAB structure, which concatenates the two coordinate representations into the local module after coordinate transformation, subtracts

neighboring coordinates, and uses attentive pooling to weight and aggregate features.

https://doi.org/10.1371/journal.pone.0314086.g002
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Dual attention layer

As show in Fig 3, the DAL contains two types of attention mechanisms: Offset-Attention

and External-Attention. Although these two attention mechanisms are based on existing

models, they are combined by ingenious design to pay attention to the global and local rela-

tions at the same time. Inspired by DGCNN, the feature vector for local aggregation is

formed by calculating the pairwise feature vector distance in the feature space and selecting

the k-nearest neighbors. The main role of self-attention is to determine the relevance of

each vector to the other vectors, and W places an importance weight on each element.

Instead of using the pairwise feature space distances, we utilize a dot product score matrix

to select the feature vectors corresponding to the Top-K scores, thereby forming the feature

vector for local aggregation. The local Transformer module employs External-Attention. In

addition, the memory unit implicitly considers the relationship between different feature

maps. When the input is local information, the memory unit considers the relationships

among all local features.

N points are input with d-dimensional features from the PLAB layer. Q, K, and V are

obtained by Fs2RN×d as the linear transformation of the query, key, and value, respectively:

ðQ;K;VÞ ¼ Fs � ðWq;Wk;WvÞ

Q;K 2 RN�d=4
;V 2 RN�d

ð3Þ

Where Wq, Wk and Wv are a shared learnable linear transformation, and the dimensions of

query and key are reduced to d/4 for efficient computation.

We compute the attention weights by matrix dot product using query and key:

~A ¼ ð~aÞi;j ¼ Q � KT ð4Þ

Where ~A is the attention score matrix obtained by computing the dot product of Q and K. Spe-

cifically, based on the query vector Q, a weight distribution ~A is obtained by calculating the

similarity of all query vectors Q with all key vectors K.

Fig 3. DAL structure, which consists of offset-attention and external-attention.

https://doi.org/10.1371/journal.pone.0314086.g003
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We normalize the weights and assign them to the score matrix ~A as follows:

ð�aÞi;j ¼ softmaxð~ai;jÞ ¼
expð~ai;jÞX

k

expð~ak;jÞ þ C

Ag ¼ ai;j ¼
�ai;jX

k

�ai;k

ð5Þ

where softmax enhances the difference between the values through exponential operations, so

that larger attention scores are given higher weights in the probability distribution, and the

influence of smaller attention scores is suppressed, and then l1-norm is applied for further nor-

malization to reduce the noise effect.

Next, we select the Top-K attention scores from matrix Ag to obtain Vk, which corresponds

to the selected V values. Vk is then used as input for the local module:

~Vk ¼ V� Vk ð6Þ

where Vk is the nearest neighbor feature in feature space obtained by score matrix indexing,

local features ~Vk are obtained by establishing the relative relationship.

Al ¼ Normð~VkM
T
k Þ ð7Þ

�Vk ¼ AlMv ð8Þ

where Mk and Mv are learnable linear layers. Since ~Vk corresponds to a neighborhood in the

feature space and each feature vector affects Mk and Mv, a memory cell is formed that takes

into account all local features. After computing Al, step (5) is still performed. Finally, �Vk is the

computed result of the local External-Attention. We obtain the local attention feature matrix,

aggregate the features, and compute the global attention as follows:

�V ¼ maxð�VkÞ ð9Þ

Where the local feature �Vk is aggregated into feature �V after maximum pooling.

Fsa ¼ Ag �
�V ð10Þ

the local aggregated features are weighted by the attention score matrix Ag to obtain the global

self-attention Fsa.

The final output is obtained through the bias module:

Fout ¼ BRðLBRðFs� FsaÞ þ FsÞ 11

Where LBR stands for Linear, BatchNorm, and ReLU. This part is used to enhance the model’s

feature learning.

Experiments

After describing the methodology, we test the accuracy of the proposed method on the Model-

Net40 dataset and the FG3D dataset for both coarse- and fine-grained classification tasks, and

compare it with a range of classical and state-of-the-art models to illustrate the advancement

of our method. In addition, we insert the PLAB module into other models to illustrate its effec-

tiveness. We also provide implementation details of the models, including hardware configura-

tion and hyperparameter settings.
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Experimental details

The classification network was implemented in PyTorch using an NVIDIA GEFORCE RTX

4060Ti GPU. We used the SGD optimizer with momentum 0.9, weight decay rate 0.0001, ini-

tialized learning rate set to 0.01, and cosine annealing schedule to adjust the learning rate of

each epoch. We used 250 epochs for the classification network. The batch size was set to 24.

Classification on ModelNet40 dataset

The ModelNet40 dataset contains 12311 CAD models with 40 classes, split it into 9843 training

samples and 2468 test samples. Similar to most networks, we downsampled each input point

cloud to 1024 points and used only 3D coordinates as input. The overall accuracy of each class

was used for accuracy evaluation. The total number of Parameters and Floating-Point opera-

tions (FLOPs) were used for model size evaluation.

Table 1 lists the results for the various types of networks reproduced using our device. Our

Transformer module and 3DGTN achieved the best results among all network results; how-

ever, our network only uses 3D coordinates, and the numbers of parameters and FLOPs are

relatively low.

To verify the effectiveness of PLAB, it was incorporated into several classical models. To

make the experiment more comprehensive, we fixed the random seed and ensured that other

hyperparameters and the model network structure remained unchanged.

Table 2 shows that our method had improved effects on point-, graph-, and Transformer-

based networks, as well as Fig 4 illustrates the reasons why PLAB can improve feature recogni-

tion. In PointNet++ and PCT, PLAB was inserted into the downsampling stage of the network,

and the neighborhood size was set to that of the original network. In DGCNN, because Edge

Table 1. Classification result on the ModelNet40 dataset.

Methods Input OA (%) Parameters FLOPs

Other Learning-based Methods

SO-Net [30] 2048×3 90.9 - -

Point2Sequence [31] 2048×3 92.6 - -

PointCNN [14] 1024×3 91.7 - -

PointNet† [1] 1024×3 89.2 3.47 M 0.45 G

PointNet++(SSG) † [2] 1024×3 92.4 1.48 M 0.87 G

PointNet++(MSG) † [2] 1024×3 92.7 1.75 M 4.07 G

DGCNN† [17] 1024×3 92.6 1.82 M 2.43 G

DGCNN+Pnp-3D† [32] 1024×3 92.5 1.93 M 3.57 G

PointMLP† [33] 1024×3 92.8 13.23 M 15.73 G

DualMLP† [34] 1024×3 93.1 14.32M -

G-PointNet++† [35] 1024×3 92.7 - -

Transformer-based Methods

GBNet† [36] 1024×3 92.7 8.79 M 9.86 G

Point Transformer† [37] 1024×3 91.1 9.85 M 18.40 G

PCT† [5] 1024×3 92.4 2.88 M 2.32 G

3DGTN † [38] 1024×3,N 93.3 5.12 M 3.09 G

DCNet† [39] 1024×3 92.4 2.21 M 7.80 G

PointConT† [40] 1024×3 92.9 - -

Ours 1024×3 93.3 2.43 M 5.60 G

† represents open source code recapitulation network experiments on NVIDIA GEFORCE RTX 4060Ti GPU. N a represents normal vector.

https://doi.org/10.1371/journal.pone.0314086.t001
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Conv has the property of non-local aggregation, we only inserted PLAB after the first Edge

Conv, and the other layers remained unchanged. Owing to the large scale of the MSG network,

we set its batch size to 16, which resulted in the performance of MSG being lower than that of

SSG. Additionally, fixing the random seed reduced the overall accuracy of the network by

approximately 0.3 percentage points.

Classification on FG3D dataset

The FG3D dataset is a fine-grained point cloud dataset that contains three major categories:

aircraft, car, and chair, with 66 fine-grained subcategories and 25552 3D models. We used the

same parameters as ModelNet40 for testing this dataset. The experimental results are shown in

Table 3.

Table 3 shows the classification accuracies of airplane, car and chair using our method.

DCNet performs better on fine-grained datasets compared to our method, and its model

Table 2. PLAB validity verification.

Based Methods OA(%) +PLA(B%)

MLP PointNet++(SSG)†‡ [2] 92.3 92.6(0.3")

PointNet++(MSG) †‡ [2] 92.2 92.5(0.3")

Transformer PCT†‡ [5] 92.1 92.7(0.6")

Graph DGCNN†‡ [17] 92.4 92.7(0.3")

† represents open source replicated network experiment and

‡ represents fixed random seed 1207.

https://doi.org/10.1371/journal.pone.0314086.t002

Fig 4. Visualization of the normalized PLAB-encoded values. It can be seen that different coding values are generated in the edge parts and different

surfaces, which is key to assisting the classification task.

https://doi.org/10.1371/journal.pone.0314086.g004
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focuses exclusively on local details because FG3D has greater intraclass sample variance, which

requires that the model must be more attentive to the sample details, whereas ModelNet40

needs to be more attentive to the global features in order to achieve the interclass sample rec-

ognition, which also makes it perform poorly on coarse-grained datasets. Our method balances

the two requirements well and achieves good results on both coarse- and fine-grained datasets,

although it does not perform as well as DCNet on fine-grained datasets.

Ablation study

To evaluate the effectiveness of each part of our method, we performed ablation experiments

on the ModelNet40 dataset. In Table 4, use PCT as the baseline network, DAL-G represents

the global part of DAL, and DAL-L represents the local part.

In addition, we experimented with the network accuracy effects of different network depths

and neighborhood sizes, as shown in Table 5. The experimental results are consistent with the

characteristics of the Transformer architecture [40].

Table 3. Classification results on the FG3D dataset.

Methods Input FG3D

Airplane Car Chair

MVCNN [8] View 12×2242 91.11 76.12 82.9

FG3D-Net [41] View 12×2242 93.99 79.47 83.94

SO-Net [30] Point 2048×3 82.92 59.32 70.05

Point2Sequence [31] Point 2048×3 92.76 73.54 79.12

PointCNN [14] Point 1024×3 90.3 68.37 74.87

PointNet† [1] Point 1024×3 89.34 73 75.44

PointNet++(MSG) † [2] Point 1024×3 95.96 77.87 81.23

MSP-Net† [42] Point 1024×3 93.03 74.25 68.69

PointAtrousGraph† [43] Point 1024×3 95.22 74.77 79.2

Point2SpatialCapsule† [44] Point 1024×3 95.19 75.92 79.53

DGCNN† [17] Point 1024×3 93.6 72.1 79.53

DGCNN+Pnp-3D† [32] Point 1024×3 94.26 74.98 78.39

GBNet† [36] Point 1024×3 95.21 75.36 80

Point Transformer† [37] Point 1024×3 91.53 67.88 71.73

PCT† [5] Point 1024×3 95.16 78.89 81.37

PointMLP† [33] Point 1024×3 95.76 76.35 81.81

DCNet† [39] Point 1024×3 97.31 79.15 83.67

Ours Point 1024×3 96.02 76.73 81.33

† represents reproduction of open-source code experiments on an NVIDIA Tesla V100 GPU

https://doi.org/10.1371/journal.pone.0314086.t003

Table 4. Ablation study on model structure.

Baseline PLAB DAL-G DAL-L OA(%) mAcc(%)
p

92.4 89.4
p p

92.6 89.9
p p

92.7 90.1
p p

92.6 89.9
p p

93.1 90.5
p p p

93.3 91.1

https://doi.org/10.1371/journal.pone.0314086.t004
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Conclusion

In this paper, we proposed a simple and effective local complement module, PLAB, which is

derived from the local binary pattern image texture extraction algorithm, to establish the rela-

tionship between neighborhood points and obtain effective features. Experiments showed that

this module is suitable for different types of point cloud networks. In addition, we propose a

dual local and global attention mechanism, DAL, which not only has the long-range depen-

dence property of the Transformer structure but also pays attention to consistency in the fea-

ture space. The attention score map was used to obtain consistent features in the feature space

for each point as the input of local attention. Considering the computing power consumed by

the Transformer network, the lightweight attention mechanism of External-Attention was

used to calculate the local feature attention in the local attention part. Finally, we proved the

effectiveness of the proposed model on the ModelNet40 and FG3D datasets.
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Table 5. Ablation study on different channel & stage and number of neighboring point.

Number of Neighbors(k) OA(%) mAcc(%)

12 92.0 88.6

16 92.8 90.2

20 93.3 91.1

24 93.1 90.7

40 93.0 90.3

Network depth (stage & channel) OA(%) mAcc(%)

64-64-64 92.7 89.8

64-64-128-256 93.0 90.1

64-64-128-128-256 93.3 91.1

64-64-128-64-128-256 93.1 90.5

https://doi.org/10.1371/journal.pone.0314086.t005
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