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INTRODUCTION

Mental disease is a significant part of disease burden on the 
globe. For example, depressive disorder is a major contribu-
tor for disability on a global level, influencing more than 350 
million in the world.1 Together with cancer, diabetes and isch-
emic heart disease, it formed top-4 contributors for death or 
disability on the globe for 2017–2018.2 This worldwide move-
ment is consistent with its Korean counterpart. Unipolar de-
pression (1508) was Korea’s second cause of disability-adjust-
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ed life years per 100,000 for the year 2010.3 Suicide was the fifth 
cause of death in the nation for the year 2018, i.e., 26.6 per 
100,000.4 Research on mental disease would have global im-
plications in this context. Specifically, the fields of graph 
learning and machine learning are garnering great attention 
for the prediction of mental disease at this point. A recent re-
view used 72 references to review recent progress in the ex-
amination of mental disorders as network issues.5 This study 
suggests that network analysis would serve as an effective ap-
proach of personized psychiatry investigating complex varia-
tions across different individuals and groups alike. Specifically, 
this study focused on two research topics of network prob-
lems for clinical purposes, i.e., comorbid states as dependent 
variables and group interactions as predictor variables.5

Likewise, a recent study reviewed the current status and 
future prospect of machine learning for the early diagnosis of 
major depressive disorder (depression).6 Data came from 32 
original studies with search terms “depression” (title) and “ran-
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dom forest” (abstract) in the Web of Science. These original 
studies were deemed eligible with the following criteria: the 
publication journal of SCIE/SSCI; the publication language 
of English; and the publication year of 2000; the dependent 
variable of depression; the interventions of machine learning 
(artificial neural network, support vector machine, random 
forest, naïve Bayesian, and/or decision tree); and the outcomes 
of the area under the curve and/or accuracy. It was found that 
different machine learning approaches would be optimal for 
different modes of data for the early diagnosis of depression, 
e.g., the random forest for genomic data, the artificial neural 
network, the support vector machine, the random forest and/
or logistic regression for numeric data. Their performance 
outcomes registered variations within 64.0–96.0 in the case of 
the area under the curve and within 60.1-100.0 in the case of 
accuracy. It was concluded that machine learning provides an 
effective, non-invasive decision support system for early di-
agnosis of depression.6

However, it takes significant time and energy to collect data 
on explicit networks, whereas hidden networks can serve as 
major predictors of mental disease. But current studies based 
on graph machine learning center on explicit networks in-
cluding bio-chemical, citation, social and traffic networks.7-10 
No analysis has been done on graph machine learning to 
identify hidden networks and predict mental health condi-
tions. Moreover, systematic hyper-parameter selection on 
network characteristics such as the number and strength of 
group interactions can improve the performance of graph 
machine learning. Here, systematic hyper-parameter selec-
tion is called “graph neural architecture search” or “graph re-
inforcement learning” in a professional term.10 In this type of 
graph machine learning, the agent (the network) takes a series 
of actions (systematic hyper-parameter selection) to maxi-
mize the cumulative award (the performance of the network).10 
Unfortunately, no examination in this direction has been done 
to identify hidden networks and predict mental health con-
ditions. In this context, this study used graph machine learn-
ing with systematic hyper-parameter selection to identify hid-
den networks and predict mental health conditions in the 
middle-aged and old. 

METHODS 

Participants and variables 
The data source of this study was the Korean Longitudinal 

Study of Ageing (KLoSA) (2016–2018).11 This study did not 
require the approval of the ethics committee given that data 
were publicly available (https://survey.keis.or.kr/eng/klosa/
klosa01.jsp) and de-identified. The final sample of this study 
included 2,000 participants aged 56 or more, who were ran-

domly selected out of 5,527 participants with full information. 
The final sample had no missing value. The KLoSA question 
on mental disease in 2016 and 2018 was “Since the last survey, 
have you ever been diagnosed by a doctor mental disease? 
1. Yes. 5. No.” [C043]. The dependent variable was mental dis-
ease in 2018 with the binary category of no vs. yes. The inde-
pendent variables were the following 28 predictors in 2016 
listed in Tables 1 and 212,13: (health-related information) drink-
er, smoker, body mass index, subjective health; (social activi-
ty [monthly frequency]) political, voluntary, family, leisure, 
friendship, religious; (socioeconomic conditions) economic 
activity, health insurance, income, educational level; (family 
support) marital status, parents alive, brothers/sisters cohab-
iting, children alive; (demographic information) gender, age; 
mental disease; (other determinants) life satisfaction–overall, 
life satisfaction–economic, life satisfaction–health, subjective 
class, residential type, religion, region. 

Graph learning analysis 
Figure 1 shows a flow chart of this study. Graph machine 

learning with hyper-parameter selection was conducted in 
the following manner for the optimal “centrality requirement” 
(the minimum requirement of life satisfaction for a central 
node in a graph network). A graph network consists of nodes 
(or participants) and edges (or their explicit or implicit con-
nections).7-10 A node has the 29 characteristics described above, 
i.e., mental disease in 2018 (dependent variable) as well as 
mental disease in 2016 and other determinants of mental dis-
ease in 2018 (independent variables). Here, the mental disease 
of a node depends on its own characteristics as well as those 
of other nodes connected with edges. In a simple graph net-
work, the mental disease of a node is determined by weighted 
averages for its own characteristics and those of other nodes 
connected. In this network, there are two types of nodes, so 
called, central and peripheral according to the following “cen-
trality requirement” of life satisfaction: 1) a central node sat-
isfies the minimum requirement of life satisfaction (70, 80 or 
90) and 2) it has higher life satisfaction and a higher or equal 
subjective class compared to its peripheries. For example, let’s 
assume that the minimum requirement of life satisfaction for 
each central node is 90. Then, the life satisfaction of a central 
node is 100 and that of a peripheral node is 90 or lower. In-
deed, the subjective class of a central node is higher or equal 
compared to those of peripherals connected with it. In this 
network, the mental disease of a node is determined by weight-
ed averages for its own characteristics and those of other nodes 
connected. 

In this study, graph machine learning is defined as “machine 
learning applied for the prediction of mental disease within a 
graph network”. Likewise, basic machine learning is denoted 

https://survey.keis.or.kr/eng/klosa/klosa01.jsp
https://survey.keis.or.kr/eng/klosa/klosa01.jsp
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as “machine learning applied for the prediction of mental dis-
ease without a graph network.” With these notions, two base-
line scenarios of basic machine learning were compared to 
the following six scenarios of graph machine learning in this 
study: 1) 1,000 vs. 2,000 participants, 2) the centrality require-
ment of 70 vs. 80 vs. 90. The best model in the best scenario 
was chosen in terms of accuracy, the area under the curve, 
specificity and sensitivity. The explanation of machine learn-
ing in this study is presented below. 

Machine learning analysis 
Seven machine learning models were employed to predict 

mental disease: (graph) convolutional neural network, artifi-
cial neural network, support vector machine, random forest, 
naïve Bayes, decision tree and logistic regression.7-10,12-15 These 
models were chosen for their popularity in existing litera-
ture.9,16 The 1,000 or 2,000 cases were split into training and 
validation sets with a 75:25 ratio (750 cases vs. 250 cases or 
1,500 cases vs. 500 cases). Evaluation criteria were accuracy (a 

Table 1. Descriptive statistics for participants’ categorical variables 
for year 2018/2016

Variable Value
Mental disease (in 2018) 

No 1,870 (93.5)
Yes 130 (6.5)

Education (in 2016 Hereafter) 
Elementary or below 785 (39.3)
Junior high 375 (18.8)
Senior high 639 (32.0)
College or above 201 (10.1)

Gender 
Male 1,166 (58.3)
Female 834 (41.7)

Marriage 
Married 1,498 (74.9)
Separated 420 (21.0)
Divorced 52 (2.6)
Widowed 15 (0.8)
Unmarried 15 (0.8)

Religion 
Non 1,027 (51.4)
Protestant 409 (20.5)
Catholic 383 (19.2)
Buddhist 170 (8.5)
Won-Buddhist 1 (0.1)
Other 10 (0.5)

Residential type 
Apartment 1,091 (54.6)
Other 909 (45.5)

Region 
Urban, big 1,845 (92.3)
Urban, small 53 (2.7)
Rural 102 (5.1)

Parents alive 
Father & mother 63 (3.2)
Father 30 (1.5)
Mother 277 (13.9)
None 1,630 (81.5)

Health insurance 
Medicare 1,854 (92.7)
Medicaid 146 (7.3)

Economic activity 
Employed 643 (32.2)
Unemployed 1,357 (67.9)

Table 1. Descriptive statistics for participants’ categorical variables 
for year 2018/2016 (continued)

Variable Value
Subjective health 

Very good 12 (0.6)
Good 491 (24.6)
Middle (neither good nor poor) 919 (46.0)
Poor 472 (23.6)
Very poor 106 (5.3)

Smoker 
Non 1,378 (68.9)
Former 427 (21.4)
Current 195 (9.8)

Drinker 
Non 682 (34.1)
Former 348 (17.4)
Current 970 (48.5)

Subjective class 
High-A 10 (0.5)
High-B 37 (1.9)
Middle-A 343 (17.2)
Middle-B 681 (34.1)
Low-A 511 (25.6)
Low-B 418 (20.9)

Mental disease 
Yes 120 (6.0)
No 1,880 (94.0)

Data are presented as number (%)
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ratio of correct predictions among 250 cases or 500 cases), 
the area under the curve, specificity and sensitivity. Then, 
random forest permutation importance was used to derive 

the variable importance rankings and values of all predictors 
for the prediction of the dependent variable. Also, random 
forest Shapley Additive Explanation (SHAP) values were uti-
lized to evaluate the directions of associations between the 
predictors and the dependent variable. Here, the permutation 
importance of a predictor calculates an overall accuracy de-
cline from the permutation of the predictor’s data. The SHAP 
value of a predictor for a participant calculates a gap between 
what machine learning predicts for the probability of mental 
disease with and without the predictor.16 Finally, it can be 
noted that Python 3.8.817 and PyTorch 2.1.018 were employed 
for the analysis during January 1, 2024–June 30, 2024. 

RESULTS 

Descriptive statistics for participants’ categorical and con-
tinuous variables are shown in Table 1 and 2, respectively. 
Among the 2,000 participants in 2018, 130 (6.5%) were diag-
nosed as mental disease. On average, the body mass index, 
monthly income and age of the participant were 24, $1170 and 
71, correspondingly. Model performance was given in Table 3. 
The area under the curve was similar across different models 
in different scenarios. However, sensitivity (93%) was highest 
for the graph random forest in the scenario of 2,000 partici-
pants and the centrality requirement of 90 (the best model in 
the best scenario based on graph machine learning with sys-
tematic hyper-parameter selection). Sensitivity was 91% for 
the basic random forest in the scenario of 2,000 participants 
(baseline scenario). Indeed, graph convolutional learning was 
found to have the best performance in the scenario of 2,000 
participants with the centrality requirement of 70. Based on 

Table 2. Descriptive statistics for participants’ continuous variables for year 2016

Variable IQR Min 25% 50% 75% Max 
Age 14 56   63   70 77 101
Activity–religious 0   0     0     0 0 10
Activity–friendship 4   0     0     2 4 10
Activity–leisure 0   0     0     0 0 9
Activity–family 0   0     0     0 0 9
Activity–voluntary 0   0     0     0 0 8
Activity–political 0   0     0     0 0 1
#Children alive 1   0     2     2 3 9
#Brothers/sisters cohabiting 0   0     0     0 0 3
Income (monthly, $) 1,290   5 260 600 1,550 40,580
Body mass index 3   3   22   23 25 93
Life satisfaction–health 20   0   50   60 70 100
Life satisfaction–economic 30   0   40   50 70 100
Life satisfaction–overall 20   0   50   60 70 100
IQR, interquartile range Q3 (75%)–Q1(25%) 

Step 1 1,000 
Participants

2,000 
Participants

Data preparation
Random selection 

Step 2

1,000 
Participants

Baseline 
LS 90 
LS 80 
LS 70 

2,000 
Participants

Baseline 
LS 90 
LS 80 
LS 70 

Data analysis-prediction
LR DT NB RF

SVM ANN CNN

Step 3
Best model              2,000 

                                   Participants
                                    LS 90 

Data analysis-explanation
RF-VI RF-SHAP

CNN-PyG

Figure 1. Flowchart. In Step 1, two data sets were prepared based 
on random selection, i.e., 1,000 and 2,000 participants (see the sec-
tion of participants and variables). In Step 2, two baseline scenari-
os of basic machine learning were compared to the following six 
scenarios of graph machine learning: 1) 1,000 vs. 2,000 partici-
pants, 2) the centrality requirement of 70 vs. 80 vs. 90. The best 
model in the best scenario (graph random forest with 2,000 partici-
pants and the centrality requirement of 90) was chosen in terms 
of accuracy, the area under the curve, specificity and sensitivity (see 
the sections of graph learning analysis and machine learning 
analysis). In Step 3, graph random forest permutation importance 
and SHAP values were utilized to evaluate the strengths and di-
rections of associations between the predictors and the depen-
dent variable (see the section of machine learning analysis). Final-
ly, explainable graph convolutional neural networks were derived 
based on PyG regarding which peripheral nodes connect with 
which central nodes (see the section of results). LS Minimum Re-
quirement of Life Satisfaction for Central Nodes (e.g., 70, 80, 90). 
LR, logistic regression; DT, decision tree; NB, naïve bayes, RF, 
random forest; SVM, support vector machine; ANN, artificial neu-
ral network; CNN, convolutional neural network; VI, variable im-
portance; SHAP, Shapley Additive Explanation; PyG, PyTorch 
Geometric.
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graph random forest variable importance in the scenario of 
2,000 participants and the centrality requirement of 90, top-
10 determinants of mental disease were mental disease in 
previous period (2016), age, income, life satisfaction–health, 
life satisfaction–overall, subjective health, body mass index, 
life satisfaction–economic, children alive and health insur-
ance (Table 4). 

Figure 2 is called the SHAP summary plot. In the case of a 
positive association, blue points of low values are located in 
the left and red points of high values are located in the right, 
e.g., mental disease in the previous period, age, negative sub-
jective health and body mass index. Here, the SHAP max val-
ue in Table 4 is taken for final interpretation, e.g., mental dis-
ease in the previous period (0.79), age (0.18), negative subjective 

Table 3. Model performance

1,000 participants 2,000 participants 
Acc AUC Spe Sen Acc AUC Spe Sen 

Baseline Baseline 
LR 0.99 0.96 1.00 0.90 LR 0.99 0.97 1.00 0.90 
DT 0.99 0.95 0.99 0.90 DT 0.99 0.95 0.99 0.91 
NB 0.94 0.96 0.94 0.94 NB 0.97 0.97 0.97 0.93 
RF 0.99 0.97 1.00 0.90 RF 0.99 0.97 1.00 0.91 
SVM 0.93 0.89 1.00 0.00 SVM 0.93 0.93 1.00 0.00 
ANN 0.97 0.92 1.00 0.60 ANN 0.96 0.92 1.00 0.37 

LS_90 LS_90
LR 0.99 0.96 1.00 0.88 LR 0.99 0.97 1.00 0.90 
DT 0.98 0.94 0.99 0.88 DT 0.99 0.96 0.99 0.92 
NB 0.33 0.81 0.29 0.92 NB 0.17 0.83 0.11 0.97 
RF 0.99 0.97 1.00 0.88 RF 0.99 0.97 1.00 0.93 
SVM 0.93 0.86 1.00 0.00 SVM 0.94 0.87 1.00 0.00 
ANN 0.97 0.93 1.00 0.59 ANN 0.96 0.93 1.00 0.45 

CNN 0.94 0.93 1.00 0.87 
LS_80 LS_80

LR 0.99 0.97 1.00 0.91 LR 0.99 0.96 1.00 0.92 
DT 0.99 0.95 0.99 0.92 DT 0.99 0.96 0.99 0.92 
NB 0.11 0.67 0.06 0.96 NB 0.10 0.61 0.04 0.97 
RF 0.99 0.97 1.00 0.91 RF 0.99 0.96 1.00 0.92 
SVM 0.94 0.67 1.00 0.00 SVM 0.94 0.62 1.00 0.00 
ANN 0.97 0.93 0.99 0.58 ANN 0.88 0.61 0.93 0.15 

CNN 0.94 0.94 1.00 0.87 
LS_70 LS_70

LR 0.97 0.91 0.98 0.84 LR 0.97 0.89 0.98 0.81 
DT 0.98 0.91 0.99 0.84 DT 0.98 0.92 1.00 0.83 
NB 0.22 0.64 0.17 0.95 NB 0.26 0.65 0.22 0.88 
RF 0.99 0.93 1.00 0.84 RF 0.99 0.90 1.00 0.83 
SVM 0.93 0.55 1.00 0.00 SVM 0.94 0.48 1.00 0.00 
ANN 0.81 0.59 0.86 0.18 ANN 0.72 0.58 0.75 0.34 

CNN 0.95 0.93 1.00 0.87 
Sensitivity (93%) was highest for the graph random forest in the scenario of 2,000 participants and the centrality requirement of 90 (the best 
model in the best scenario based on graph machine learning with systematic hyper-parameter selection). Indeed, graph convolutional learn-
ing was found to have the best performance in the scenario of 2,000 participants with the centrality requirement of 70. LS Minimum Require-
ment of Life Satisfaction for Central Nodes (e.g., 70, 80, 90). Acc, accuracy; AUC, area under the curve; Spe, specificity; Sen, sensitivity; LR, 
logistic regression; DT, decision tree; NB, naïve bayes; RF, random forest; SVM, support vector machine; ANN, artificial neural network; CNN, 
convolutional neural network 
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health (0.11) and body mass index (0.13). The inclusion of 
mental disease in the previous period, age, negative subjec-
tive health or body mass index into the graph random forest 
will increase the probability of mental disease by 0.79, 0.18, 
0.11, or 0.13. The opposite is true for a negative association. 
Blue points of low values are located in the right and red points 
of high values are located in the left, e.g., income and children 
alive. Here, the SHAP min value in Table 2 is taken for final 
interpretation, i.e., income (-0.01) and children alive (-0.01). 

The inclusion of income or children alive into the graph ran-
dom forest will decrease the probability of mental disease by 
0.01. Finally, Figure 3 shows explainable graph convolutional 
neural networks based on PyTorch Geometric regarding 
which peripheral nodes connect with which central nodes 
(https://pytorch-geometric.readthedocs.io/en/latest/tutorial/
explain.html). For example, a peripheral node 643, which be-
longs to the second highest subjective class, has a connection 
to one central node only (410). Another peripheral node 1,243, 
which belongs to the lowest subjective class, has connections 
to all four central nodes (410, 1,477, 1,693, and 1,890). 

DISCUSSION 

Summary 
This study used graph machine learning with systematic 

hyper-parameter selection to analyze hidden networks and 
mental health conditions in the middle-aged and old. Based 
on the results, the area under the curve was similar across dif-
ferent models in different scenarios. However, sensitivity (93%) 
was highest for the graph random forest in the scenario of 
2,000 participants and the centrality requirement of 90 (the 

Table 4. Random forest variable importance & shapley additive 
explanations min-max results

Variable 
Importance SHAP 

Value Rank Min Max 
Education 0.009 15 -0.015 0.055 
Gender 0.005 21 -0.006 0.024 
Age 0.031   2 -0.016 0.180 
Marriage 0.008 16 -0.004 0.099 
Religion 0.012 11 -0.011 0.066 
Activity–religious 0.007 18 -0.013 0.071 
Activity–friend 0.011 12 -0.011 0.041 
Activity–culture leisure sports 0.003 25 -0.002 0.026 
Activity–family 0.004 22 -0.004 0.053 
Activity–voluntary 0.001 27 -0.001 0.000 
Activity–political 0.000 28 0.000 0.000 
Residential type 0.007 19 -0.008 0.026 
Region 0.002 26 -0.005 0.006 
#Children alive 0.015   9 -0.008 0.079 
#Brothers/sisters cohabiting 0.004 24 -0.003 0.120 
Parents alive 0.006 20 -0.003 0.027 
Health insurance 0.013 10 -0.010 0.138 
Economic activity 0.004 23 -0.012 0.020 
Income 0.031   3 -0.011 0.069 
Subjective health 0.018   6 -0.012 0.107 
Body mass index 0.018   7 -0.009 0.131 
Smoking 0.009 14 -0.007 0.061 
Drinking 0.007 17 -0.007 0.023 
Life satisfaction–health 0.023   4 -0.011 0.115 
Life satisfaction–economic 0.018   8 -0.007 0.078 
Life satisfaction–overall 0.021   5 -0.015 0.116 
Subjective class 0.010 13 -0.006 0.050 
Mental disease 0.703   1 -0.081 0.786 
Based on graph random forest variable importance in the scenario 
of 2,000 participants and the centrality requirement of 90, top-10 
determinants of mental disease were mental disease in previous pe-
riod (2016), age, income, life satisfaction–health, life satisfaction–
overall, subjective health, body mass index, life satisfaction–eco-
nomic, children alive and health insurance. SHAP, Shapley Additive 
Explanation

Mental disease 
Subjective health 

LS health 
LS overall 

Health insurance 
Age

LS economic
Income 

Children alive 
Education 

Body mass index 
Activity-friend 

Economic activity 
Smoking 

Activity-religious 
Parents alive 

Marriage 
Subjective class 

Religion 
Activity-family 

Frequency

High

Low
0.0            0.2             0.4             0.6              0.8

SHAP value (impact on model output)

Figure 2. Random forest SHAP summary plot. In the case of a 
positive association, blue points of low values are located in the 
left and red points of high values are located in the right, e.g., 
mental disease in the previous period, age, negative subjective 
health and body mass index. Here, the SHAP max value in Table 
4 is taken for final interpretation. The opposite is true for a nega-
tive association. Blue points of low values are located in the right 
and red points of high values are located in the left, e.g., income 
and children alive. Here, the SHAP min value in Table 2 is taken 
for final interpretation. LS, life satisfaction; SHAP, Shapley Addi-
tive Explanation.

https://pytorch-geometric.readthedocs.io/en/latest/tutorial/explain.html
https://pytorch-geometric.readthedocs.io/en/latest/tutorial/explain.html
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best model in the best scenario based on graph machine learn-
ing with systematic hyper-parameter selection). Based on 
graph random forest variable importance in the scenario of 
2,000 participants and the centrality requirement of 90, top-
10 determinants of mental disease were mental disease in 
previous period, age, income, life satisfaction–health, life sat-
isfaction–overall, subjective health, body mass index, life sat-
isfaction–economic, children alive and health insurance. Based 
on the Shapley Additive Explanations summary plot, some as-
sociations were positive, e.g., mental disease in the previous 
period, age, negative subjective health and body mass index, 
whereas the opposite was true for income and children alive. 

Contributions 
This study makes the following contributions. Firstly, this 

study introduces cutting-edge approaches of graph machine 
learning with systematic hyper-parameter selection and ex-
plainable graph learning in the area of mental health for the 
first time.19,20 A recent review used 72 references to review re-
cent progress in the examination of mental disorders as net-
work issues.5 This study suggests that network analysis would 
serve as an effective approach of personized psychiatry inves-
tigating complex variations across different individuals and 
groups alike.5 Specifically, this study focused on two research 
topics of network problems for clinical purposes, i.e., comor-
bid states as dependent variables and group interactions as 
predictor variables. For example, comorbid mental disorders, 
which are considered to be independent or separate conditions 
in conventional analysis, become dependent or networked states 
in network analysis, which share common symptoms and pre-
dictors.21 Likewise, emotional connections as group interac-
tions are major predictors of major depressive disorder.22 
More recent research extended this approach in various spec-
trums.23-29 It covered depressive symptoms,23-29 anxiety,23,25,28,29 
affective symptoms27 and loneliness.28 Its data size varied 
within 579–5,797 from Qatar,23 China,24-26 Spain,27 and the 
United Kingdom.28,29 These previous studies requested due at-
tention to COVID-19 as an influential risk factor for mental 
disorders besides individuals’ characteristics and group inter-
actions. However, graph machine learning and graph deep 
learning were beyond the scope of the existing literature above. 
This study brings most advanced approaches of graph ma-
chine learning with systematic hyper-parameter selection and 
explainable graph learning in the field of mental health for 
the first time. 

Secondly, this study confirms existing literature based on 
basic machine learning, denoted above as “machine learning 
applied for the prediction of mental disease without a graph 
network.” According to basic random forest variable impor-
tance for a previous study on diabetes mellitus and its comor-
bid condition,13 top-10 determinants of diabetes-mental dis-
ease comorbidity in 2018 were the following predictors in 2016: 
diabetes, mental disease, body mass index, income, age, life 
satisfaction–health, subjective health, life satisfaction–eco-
nomic, children alive and life satisfaction–overall. These top-
10 predictors were very similar with those of mental disease 
from graph random forest variable importance in the scenario 
of 2000 participants and the centrality requirement of 90 for 
this study: mental disease, age, income, life satisfaction–health, 
life satisfaction–overall, subjective health, body mass index, 
life satisfaction–economic, children alive and health insur-
ance. These two studies affirm a diverse scope of major pre-
dictors for the prediction of mental health, which includes 

Peripheral Node 643 to Central Nodes 410

Peripheral Node 1,243 to Central Nodes 410, 1,477, 1,693, and 1,890

Figure 3. Explainable graph convolutional neural networks. This 
figure shows explainable graph convolutional neural networks re-
garding which peripheral nodes connect with which central nodes. 
For example, a peripheral node 643, which belongs to the second 
highest subjective class, has a connection to one central node only 
(410). Another peripheral node 1,243, which belongs to the lowest 
subjective class, has connections to all four central nodes (410, 
1,477, 1,693 and 1,890).



KS Lee & BJ Ham

   www.psychiatryinvestigation.org  1389

mental disease in a previous period, demographic informa-
tion (age), family support (children alive), socioeconomic 
conditions (income, health insurance), health-related infor-
mation (subjective health, body mass index) and life satisfac-
tion–health, economic and overall. However, some changes 
can be noted, i.e., the ranking of body mass index moved down 
from the second to the seventh and the opposite is true for life 
satisfaction–overall, which moved up from the ninth to the 
fifth. One possible explanation is that life satisfaction–overall 
is an emotional connection, which is considered to be a major 
predictor of major depressive disorder as a group interaction.22

In other words, improving an individual’s life satisfaction 
as a personal condition is expected to strengthen the individ-
ual’s emotional connection as a group interaction, which would 
reduce the risk of the individual’s mental disease in the end. 
This would be one plausible argument on the higher impor-
tance of life satisfaction compared to other predictors. This 
would bring an important clinical implication for highlight-
ing the importance of a patient’s life satisfaction and emotion-
al connection regarding the diagnosis and management of the 
patient’s mental disease.30

Limitations 
This study had the following limitations. Firstly, the num-

ber of participants was limited to 2,000 because of memory 
capacity and time constraint. Expanding the sample size is ex-
pected to improve the performance of graph machine learn-
ing. Secondly, attention mechanisms were not considered for 
graph machine learning. Some nodes (participants) and edg-
es (interactions) would make more contributions hence giv-
ing more weights on these nodes and edges (attention mecha-
nisms) would strengthen the performance of graph machine 
learning. Thirdly, more advanced reinforcement learning ap-
proaches than systematic hyper-parameter selection were be-
yond the scope of this study. For example, systematic hyper-
parameter selection in this study considered the performance 
of graph machine learning only, whereas actor-critic ap-
proaches consider other variables under various scenarios as 
well.10 Rigorous comparison of different graph reinforcement 
learning methods to investigate hidden networks and mental 
health conditions in the middle-aged and old is expected to 
further the boundary of knowledge on this topic. Finally, ex-
tending this study to anxiety disorder, major depressive disor-
der and other mental disorders would bring significant con-
tributions for this line of research. 

Conclusion 
This study demonstrates the usefulness of graph machine 

learning with systematic hyper-parameter selection to analyze 
hidden networks and mental health conditions in the middle-

aged and old. Improving an individual’s life satisfaction as a 
personal condition is expected to strengthen the individual’s 
emotional connection as a group interaction, which would 
reduce the risk of the individual’s mental disease in the end. 
This would bring an important clinical implication for high-
lighting the importance of a patient’s life satisfaction and emo-
tional connection regarding the diagnosis and management 
of the patient’s mental disease. 
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