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To address the significantly elevated safety risks associated with construction workers’ improper use 
of helmets and reflective clothing, we propose an enhanced YOLOv8 model tailored for safety wear 
detection. Firstly, this study introduces the P2 detection layer within the YOLOv8 architecture, which 
substantially enriches semantic feature representation. Additionally, a lightweight Ghost module is 
integrated to replace the original backbone of YOLOv8, thereby reducing the parameter count and 
computational burden. Moreover, we incorporate a Dynamic Head (Dyhead) that employs an attention 
mechanism to effectively extract features and spatial location information critical for site safety wear 
detection. This adaptation significantly enhances the model’s representational power without adding 
computational overhead. Furthermore, we adopt an Exponential Moving Average (EMA) SlideLoss 
function, which not only boosts accuracy but also ensures the stability of our safety wear detection 
model’s performance. Comparative evaluation of the experimental results indicates that our proposed 
model achieves a 6.2% improvement in mean Average Precision (mAP) compared to the baseline 
YOLOv8 model, while also increasing the detection speed by 55.88% in terms of frames per second 
(FPS).
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Since construction sites are mostly exposed to outdoor construction environments, there are more significant risk 
factors than in other industries. Despite countless efforts by government agencies to improve safety standards on 
construction sites, worker injuries and fatalities continue to occur 1–3. In civil engineering construction, working-
at-height scenarios are complex and varied, with many potential hazards. The leading causes of work-at-height 
injuries and deaths include personnel not wearing safety helmets as required and wearing irregularities, which 
can result in significant injuries and deaths4. Helmets are the most effective intervention to reduce the incidence 
and severity of head injuries5.

Meanwhile, construction workers can improve the wearer’s visibility in complex construction environments 
by wearing reflective vests. However, due to the hot weather, there are cases of construction workers not wearing 
them or wearing them incorrectly, so monitoring safe wearing has attracted significant attention in recent years6. 
There is a growing interest in safety wear because it plays a vital role in reducing accidental injuries and fatalities 
on construction sites7. Wearing safety helmets can reduce the fatality rate by 40% and the risk of serious injury by 
70%8. Safety helmets play a decisive role in worker head protection. Because the traditional manual inspection 
management mode is inefficient and expensive9, so deep learning, with its powerful learning ability, is widely 
used in image processing10–12, intelligent construction site13 detection technology has become the current trend.

A safety helmet, as well as reflective clothing wear detection, belongs to the category of target detection, 
which can be categorized into two-stage detection and single-stage detection. In two-stage detection, Regional 
Convolutional Neural Network (R-CNN)14 and Fast Regional Convolutional Neural Network (Fast R-CNN)15 
were proposed, which can achieve 70% of the mAP value on the VOC2007 dataset. Still, the overall detection 
rate is slow, and then the Ultra-Fast Convolutional Neural Network (Faster R-CNN) was proposed successively 
by Ren et al.16 detector. However, Fast R-CNN cannot share the parameters of multiple correlation regions in 
the second stage. The simultaneous use of fully connected layers may lead to information loss. Unlike two-stage 
detection, single-stage detection can directly generate detection bounding boxes and category probability values. 
The YOLO17 model was proposed by Redmon et al. to convert the two-step detection process into an abstract 
regression problem. Liu et al. proposed a multiscale-based SSD18 detection technique, which can efficiently 
discover multiple small targets. However, the SSD algorithm must be further optimized for secondary pre-
processing after deep convolution. Shi et al. added feature pyramids in YOLOv3 to improve the recognition 
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accuracy of people and helmets19. Wu et al. used the DenseNet network instead of the Darknet53 feature 
extraction network to enhance helmet detection accuracy in YOLOv320. Song et al. used the parallel network 
RepVGG module to replace the Res8 module in the original YOLOv3 network21, but the detection ability is poor 
for the occluded images. Qian et al. added Context Aggregation (CA) on top of the YOLOv5 backbone network 
and further parameter compression using depth separable convolution (DWConv) to improve the network 
detection accuracy22. Wang replaced the original network’s Union Loss generalized intersection and replaced 
it with Distance Intersection over Union Loss to solve the problem of localization error when the population 
is dense23. Yung et al. trained three detection models using YOLOv5, YOLOv6, and YOLOv7 algorithms and 
summarised the advantages and disadvantages of each algorithm24.

The above research is fundamental, but there are still the following problems: (1) Some algorithms still need 
to improve their computation of model and low detection accuracy. (2) Although some algorithms have high 
detection accuracy, the excessive parameters and computational redundancy significantly burden the equipment. 
(3) Helmet detection has received much attention but needs to be better integrated into reflective clothing.

Therefore, this paper proposes a safety wear detection model based on improved YOLOv8. To address 
these problems, this study adopts a lightweight network and an attention-aware module based on safety wear 
detection, which effectively solves the problem of too many features caused by the complex background and 
can effectively suppress the redundancy of information. A standard safety wear image dataset, including 5220 
images in different environments, such as long-range small and densely covered targets, is established. From 
the perspective of the practicality of the detection results, this paper can meet the real-time detection accuracy 
requirements of the construction site and significantly reduce the leakage rate by using a lightweight network.

Related work
Dataset
To verify the superiority of this experimental model, the self-acquisition dataset for construction monitoring of 
high-pier large-span girder bridges of the Yinkun Expressway used in this paper consists of the publicly available 
SHWD safety helmet-wearing detection dataset25. The dataset has a total of 5220 images. For the dataset of 
safety helmets and reflective vests in this paper, to avoid the problems of overfitting caused by too little data, an 
unbalanced number of samples of the species, and background variations under the disturbances of complex 
environments at the site, data augmentation was performed on the original data to improve the robustness of the 
model by using nearest neighbor or bilinear interpolation, mean blurring of the images, deleting the percentage 
of pixels on the fly, changing the brightness of the images, and shifting the image. A Python script was used to 
divide the training set randomly, test set, and validation set with weights in the ratio of 8:1:1. The labels contain 
helmet, without_helmet, reflective_clothes, and other_clothes, respectively, to enhance the performance of the 
safety wear detection model by increasing the diversity of data. As in Fig. 1. On this basis, multiple performance 
metrics evaluate and validate the YOLOv8 model regarding precision, recall, and average accuracy. These metrics 
are developed to ensure the correctness of the model in real-world applications.

Experimental environment
The experiment is based on Pytorch1.10 framework, CUDA11.3 version for training, YOLOv8 is used as the base 
model, batch size is set to 16, the input image resolution size is 1024 × 1024, a total of 200 rounds of iterations, 
the learning rate is 0.01, and the Adam optimizer is used, the specific experimental configuration is shown in 
Table 1.

Performance evaluation metrics
To comprehensively de-validate the effectiveness of the safety wearable detection model, the mean Average 
Precision (mAP)26 is chosen as the evaluation index. mAP is calculated by the precision P (Precision) and the 
recall R (Recall) together.

Fig. 1.  Data set processing.
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To comprehensively assess the two indicators, P and R, the F1-score was introduced as the weighted harmonic 
mean of precision and recall, representing their balanced average with a range from 0 to 1.

	
F 1 − score = 2P × R

P + R
� (3)

In the above equation, TP (true positives) denotes the number of correctly identified, FP (false positives) 
represents the number of backgrounds detected as targets, and FN (false negatives) indicates the number of 
targets detected as backgrounds. Precision P and recall R affect each other, and Average Precision AP (Average 
Precision) is introduced to combine both effects on model precision. In multi-class target detection, the average 
of multi-class AP values is usually calculated separately for the target classes to obtain the mAP of the model 
and evaluate its performance. The detection speed of a model is typically measured in frames per second (FPSs), 
indicating the number of frames detected per second.
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Improved the model architecture of Yolov8
To achieve efficient detection of safety helmets and reflective clothing in complex backgrounds, for the existence 
of small targets with feature information challenging to extract and lack of feature expression ability and other 
issues, this paper introduces the P2 detection layer on the YOLOv8 model, which significantly enriches the 
semantic feature information, improves the detection accuracy at the same time can also effectively detect the 
miniature target safety helmets, using a lightweight Ghost network model instead of the YOLOv8’s backbone, 
adopting Dyhead dynamic detection head, extracting features and spatial location information of site safety wear 
through the attention mechanism in its structure, significantly improving the accuracy of the expressive ability 
of the site safety wear detection model without increasing the computational load, and adopting EMASlideLoss 
loss function. Site safety wear detection accuracy is further improved while reducing the number of parameters 
and computational load. The structure of the overall enhanced YOLOv8 model is shown in Fig. 2.

P2 small target detection layer
Due to the complexity of construction site images, for long-distance images, safety helmets, and reflective 
clothing belong to small target detection, so introducing the P2 small target detection layer in the Head layer 
structure enables YOLOv8 to detect small target objects more effectively. Small targets usually occupy fewer 
pixels in an image and are, therefore, more likely to be ignored or misjudged. With the dedicated P2 layer27, 
YOLOv8 can detect and localize small targets more acutely, improving the accuracy of small target detection for 
safety helmets and reflective clothing. Improvements are shown in Fig. 3.

Lightweight ghost network
In this paper, the network backbone network layer of YOLOv8 is replaced with the Ghost Module proposed by 
Han28 to replace the original C3 structure. The number of parameters and load of the model are further reduced 
to improve the detection speed and accuracy.GhostNet is a lightweight neural network architecture based on 
the MobileNetv3 architecture by replacing the Bottleneck block with Ghost Bottlenecks and introducing the 
"Squeeze and Anomaly" (S&A) model. "Ghost Bottlenecks is a new residual module introduced in GhostNet, 
which uses the Ghost Module instead of the traditional depth-separable convolution, and the Ghost Module is a 

Project Experimental environment

Operating system Ubuntu

CPU Intel(R) Xeon(R) Gold 6326 CPU @ 2.90 GHz

GPU NVIDIA A100 80 GB PCIe

Random access memory 80 GB

Python version 3.8

Table 1.  Experimental environment configuration.
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new method for generating multiple low-dimensional The Ghost Module linearly combines multiple generated 
low-dimensional “ghost” feature maps into a final output feature result map, which improves the performance of 
the network by reducing the computational complexity. In addition, the SE (Squeeze-and-Excitation) structure 
is applied to GhostNet, which utilizes global information learning and channel attention mechanisms to help 

Fig. 3.  Introduction of P2 small target detection layer.

 

Fig. 2.  Structure of the proposed YOLO-P2-Ghost-Dyhead model.
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the network better capture essential features and improve network performance. Figure 4 illustrates the specific 
principle.

Assume that the input feature map of size h × w × c and the output feature map of size h × w × c. The input 
feature maps are the heights and widths of h and w, and the output feature maps are the heights and widths of h 
and w. There is a constant map and m × (s − 1) = n × s × (s − 1) linear operations, each with a convolution kernel 
of size d × d and a regular convolution kernel of size k × k. Using linear operations of the same size in the Ghost 
module, after s transformations, d and k have similar sizes when s is much smaller than c. The theoretical ratio 
of the Ghost module to the standard convolution is:

	

rs = c′ ∗ h′ ∗ w′ ∗ c ∗ k ∗ k
c′
s

∗ h′ ∗ w′ ∗ c ∗ k ∗ k + (s − 1) ∗ c′
s

∗ h′ ∗ w′ ∗ d ∗ d

= c ∗ k ∗ k
1
s
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≈ s ∗ c
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� (8)

In summary, by adopting the new lightweight convolution module Ghost Module, firstly, the computation 
amount is reduced by a small amount of convolution. Secondly, the convolution is carried out by superimposing 
the feature maps one by one by Φ in the figure. Finally, the number of parameters of FLOPs can be 1/s of the 
original one, which can further improve the detection speed while improving the detection accuracy.

Detection head optimisation
In YOLOv8, the number of YOLOv8 detection head parameters is significantly increased. It needs to be trained 
independently because YOLOv8 uses a decoupled head, which is divided into two branches, Cls classification, 
and Box regression, and removes the computational branch of Obj loss, which will result in misalignment of 
the feature space and a complex computational effort. In this experiment, the Dyhead target detection head29 is 
used; the structure of Dyhead is illustrated in Fig. 5, which effectively unifies scale attention, spatial attention, 
and task attention in the same architecture and is used for coherently combining the multi-head self-attention 
attention mechanism, which significantly improves the effectiveness and representation capability of the target 
detection head, and makes the modeled network more adapted to complex safety wearable detection scenarios.

Given the feature tensor F ∈ RL×S×C , the generalised form of customisation can be described as follows:

	 W (F) = π(F) · F � (9)

By converting the attention function into three sequential attentions, each attention is allowed to focus on only 
one dimension:

	 W (F) = πC(πS(πL(F) · F) · F) · F � (10)

Fig. 4.  Conventional convolution and Ghost module.
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Scale-aware Attention πL We first introduce scale-aware attention to fuse different scale features based on their 
semantic importance:

	
πL(F) · F = σ

(
f

(
1

SC

∑
S,C

F

))
· F � (11)

where f(·) is a linear function approximated by a 1 × 1 convolution and σ (x) is a hard-sigmoid activation 
function.

Spatial-aware Attention πS  Next another spatial location-aware attention module is introduced to focus the 
discriminative power of different spatial locations. Due to the high latitude of S, it will be decoupled: the attention 
learning is first sparsified using deformation convolution, followed by feature cross-scale integration:

	
πS(F) · F = 1

L

L∑
l=1

K∑
k=1

wl,k · F(l; pk + ∆k; c) · ∆mk � (12)

where K is the number of sparse sampling positions.

Task-aware Attention πC  To improve the generalisation of joint learning and goal expressivity, feature channels 
can be dynamically switched on and off to assist different tasks:

	 πC(F) · F = max(α1(F) · Fc + β1(F), α2(F) · FC + β2(F))� (13)

where [α1, α2, β1, β2]T = θ(·) is a hyperparameter to control the activation threshold and θ(•) is analogous to 
DyReLU. Finally, the above attention mechanisms are stacked several times in a sequential manner.

Through the above findings, the input target feature information processed by Dyhead’s scale-aware attention 
module and spatial location-aware attention module becomes more sensitive to target detection at different 
scales. The features become sparser so that it can be more focussed on panoramic target detection at various 
locations, which further enhances the detection capability of the detection head and improves the detection 
accuracy.

Optimisation of the loss function
SlideLoss is an improved loss function30, which focuses on both the prediction results and the scale information 
of the target object, using the sliding window mechanism to segment the image into multiple chunks and compute 
the loss function separately, which can more accurately obtain the classification prediction results of the target 
object at different scales and locations. The underlying concept is shown in Fig. 6. To reduce hyperparameters, 
we use the average of the IoU values of all bounding boxes as a threshold µ, with anything less than µ as a negative 
sample and anything greater than µ as a positive sample31. We hope that the model will learn to optimise these 
samples and make fuller use of them to train the network. Assuming the predicted bounding box is denoted as 
Bp and the actual detection box as Br, the formula for IoU32,33.

	
IoU = BP ∩ Br

BP ∪ Br
.� (14)

	
f(x) =

{ 1 x ≤ µ − 0.1
e1−µ µ < x < µ − 0.1
e1−x x ≥ µ

� (15)

Fig. 5.  Dyhead detection gead architecture.
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Due to the complexity of the site construction environment, the concept of Exponential Moving Average 
calculation (EMA)34 is added to SlideLoss due to the poor detection of small targets, such as safety helmets and 
reflective clothing, when the distance is too far. The model’s understanding of details and large-scale structures 
in the image is enhanced by integrating information from different scales. The specific structure of EMA is 
shown in the Fig. 7. The CA module is used as the design concept in EMA.

The parallel sub-network structure of the EMA module reduces greater depth and more complex processing 
sequences.EMASlideLoss is designed according to the scale size of the target object in the image. EMASlideLoss 
is intended to solve the problem of imbalance between small and large targets in traditional target detection 
algorithms to improve the accuracy of small target detection.EMASlideLoss EMA in EMASlideLoss refers to the 
Exponential Moving Average, which smoothes out the trend of loss values35. In EMASlideLoss, the Exponential 
Moving Average is used to adjust the weights of the loss function to make it more concerned about the detection 
of small targets, thus enhancing the detection of small targets by the safety wearable detection model.

Analysis of model improvement performance
Benchmark model comparison experiment
Safety helmet and reflective clothing wear detection belong to the scope of target detection; target detection can 
be divided into two-stage detection and single-stage detection. The training environment and platform remained 
unchanged. Faster-RCNN, YOLOv3, YOLOv5, YOLOv7, and YOLOv8 algorithms were used for training on the 
same data set. Test the detection effect of different models. Test results are shown in Table 2 and Fig. 8.

Fig. 7.  EMA module structure diagram.

 

Fig. 6.  SlideLoss loss function.
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By comparing with other classical models, the improved model has the best mAP value, accuracy and recall. 
Secondly, the model parameters as usual decreased by 53.4% compared with the original model of YOLOv8. 
Through the above study, it is obvious that the method proposed in this paper has obvious advantages compared 
with the existing typical network models.The results in the table show that the YOLO-P2-Ghost-Dyhead model 
in this paper achieves the highest average detection accuracy. Compared with the original YOLOv8 model, the 
mapped value of this paper’s model is improved by 6.2%, and the total model parameters are reduced by 53.4%; 
this indicates that the model in this paper exhibits superior resource utilization, higher real-time performance, 
and therefore is more straightforward to deploy, ultimately saving human resources in the construction site. 
Moreover, to visualise the performance benefits of the method proposed in this paper, several images were 
tested, and the results are presented in Fig. 9. These images show the actual detection results of different models 
on the safety wear dataset.

Additionally, relying on a single dataset is insufficient to assess the model’s generalization capability. 
Therefore, we extended our evaluation to include another publicly available image dataset VOC2028, the dataset 
consists of 3248 images, each with a resolution of 640 × 640 pixels. The tag types in this dataset are consistent 
with those in the original dataset, including four different wear types. Figure 10 provides a detailed comparison 
of the detection results of the proposed model and the various algorithms discussed in this study. It is clear that 
the improved model can adapt well to different datasets, thus validating the superiority of the proposed model.

Loss function comparison experiment
In contrast to SlideLoss, EMASlideLoss incorporates the concept of exponential moving average. EMASlideLoss 
applies an exponential moving average computation to the loss values of SlideLoss during training, thereby 
achieving smoother loss values. This approach is used to enhance the generalization and stability of the safety 
wear detection model, reduce noise and fluctuations, and consequently improve the accuracy and convergence 
speed of the training process. As a result, EMASlideLoss is employed as the loss function in this study. To 
validate the efficacy of the proposed enhanced loss function, comparative experiments with SlideLoss, FocalLoss, 
VarifocalLoss, QualityFocalLoss, and EMASlideLoss were conducted. The performance was evaluated using 
mAP50, precision (P), recall (R), and mean average precision (mAP) for two types of targets as the reference 

Fig. 8.  Comparative experiments with different models.

 

Models mAP50/% P/% R/% Helmet mAP Ref-clothing mAP Parameter size

Faster-RCNN 74.5 83.2 65.3 85.6 79.8 25,279,070

YOLOv3 82.7 87.2 72.7 87.8 83.5 25,983,713

YOLOv5 85.7 87.3 85.8 89.8 86.1 2,764,577

YOLOv7 83.2 84.5 86.2 91.3 85.5 7,402,946

YOLOv8 86.3 88.6 87.7 93.5 87.6 3,006,428

Ours 92.5 92.0 91.1 97.5 92.4 1,400,245

Table 2.  Comparative experiments with different models.
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metrics. The experimental outcomes are presented in Table 3 and Fig. 11. The findings demonstrate that the 
EMASlideLoss loss function utilized in this research exhibits the highest accuracy among the tested methods..

Ablation experiment
To better assess the validity and feasibility of the proposed safety wear detection model, ablation experiments 
were conducted using the dataset created in this study. The results are shown in Table 4. It is clear that each 
improvement contributes to the detection performance, with some of them focusing on accuracy and others 
on speed. To comprehensively evaluate the proposed model’s validity and feasibility, the performance of each 
component was rigorously assessed through ablation experiments. Given that the proposed model in this 

Fig. 9.  Comparison chart of test results.
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study is based on YOLOv8s, the YOLOv8s model was utilized as the benchmark for conducting the ablation 
experiments. The experiments utilized precision (P), recall (R), mean Average Precision (mAP), frames per 
second (FPS), and the total number of model parameters (GFLOPS) as evaluation metrics.

The following conclusions were derived from the ablation experiments:

	1.	� The baseline model had the lowest detection accuracy due to the presence of shooting distances, angles and 
other small target detection issues in the dataset.

	2.	� Upgrading the backbone to GhostNet resulted in a significant increase in the detection speed of the model. 
However, there is a slight increase in computational load due to the inclusion of the P2 detection layer in its 
architecture. Models B, D and E show varying degrees of improvement in detection accuracy and speed. The 
integration of the sub-modules shows varying degrees of improvement in detection accuracy and speed.

	3.	� The F, G and H models that incorporate the P2 detection layer into the original architecture show higher 
accuracy.

Fig. 11.  The loss function compares the experimental results.

 

Loss function mAP50/% P/% R/% Helmet mAP Ref-clothing mAP

SlideLoss 90.5 91.2 86.2 97.3 93.6

FocalLoss 87.3 87.0 81.7 96.4 89.7

QualityfocalLoss 89.3 87.2 83.1 97.0 92.7

VarifocalLoss 88.5 86.0 81.8 96.0 91.7

Ours 91.4 91.2 86.3 97.5 92.4

Table 3.  Comparative experiments with different loss functions.

 

Fig. 10.  New data test results.
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	4.	� After integrating all the improved modules, Model I enriches the feature information capturing and fusion 
capability by effectively suppressing irrelevant information. By effectively suppressing irrelevant informa-
tion, the feature extraction and fusion capabilities are enhanced. As a result, the overall performance of the 
model exceeds that of the benchmark model, especially in detecting smaller targets.

With these improvements, the model achieves significant improvements in both accuracy and speed, providing 
a more reliable and efficient solution for the application of safe wear detection algorithms.

Conclusion
The intricate nature of construction backgrounds and the diverse environments present at construction sites 
contribute to a low accuracy in detecting and recognizing workers’ safety helmets and reflective clothing. This 
paper introduces a novel model, YOLO-P2-Ghost-Dyhead, which is an enhanced algorithm based on YOLOv8 
specifically designed for the detection of safety wear at construction sites. The following conclusions are drawn 
from experiments conducted using an augmented dataset, along with comparative analyses of experimental 
results.

1. Given that safety helmets occupy fewer pixels within images, they are often overlooked and challenging to 
detect. To address this issue concerning small targets, we first validate our constructed dataset by incorporating 
a specialized P2 small target detection layer. Experimental outcomes indicate that the detection performance for 
safety helmets has improved by 5.2%, 8.3%, 5.8%, and 8.8% compared to baseline models including YOLOv8, 
YOLOv7, YOLOv5, and Fast-RCNN respectively—an overall enhancement of 17%. This clearly demonstrates 
that integrating the P2 detection layer significantly enhances the accuracy of helmet detection.

2. Secondly, by introducing the GhostNet lightweight network to replace it with the backbone network of 
Yolov8, the experimental results show that the mAP of the safety wear is improved by 3.8%, 6.9%, 4.4%, 7.4%, 
and 15.6% over the baseline models, YOLOv8, YOLOv7, YOLOv5, and Fast-RCNN. The number of parameters 
is decreased. At the same time, the FPS is improved, proving that the model’s number of parameters and 
computational complexity are reduced. In contrast, the accuracy is improved, and also enables the model to 
better and faster explain the redundant information, reduces the operation cost and can be extremely meaningful 
to be applied to real-time detection of safety wear at construction sites, which significantly proves the superiority 
of the model algorithm proposed in this paper.

3. As reflective clothing can be challenging to identify against various backgrounds, it is prone to misjudgment 
and detection failures. The introduction of the Dyhead detection head in the Head layer, leveraging its structural 
characteristics to unify all types of attention within the consent architecture, significantly enhances the detection 
accuracy for diverse targets across a range of complex environments. Compared to benchmark models such as 
YOLOv8, YOLOv7, YOLOv5, and Fast-RCNN, recall rates improved by 0.2%, 2.7%, 3.1%, 16.7%, and 23.6% 
respectively, thereby markedly enhancing the model’s generalization capability. Furthermore, by incorporating 
the EMASlideLoss dynamic loss function and conducting comparative experimental analyses with other loss 
functions, results indicate that this approach yields superior training curve convergence while simultaneously 
improving accuracy. This advancement contributes positively to the stability of the model.

4. Finally, the improved YOLOv8-P2-GhostNet-Dyhead-based model proposed in this paper achieves a 
6.2% increase in mAP and reaches a processing speed of 96.8 fps, which is faster than the benchmark YOLOv8 
model on the dataset used in this study. The analysis of the ablation experiments reveals that the mAP of the 
improved model is enhanced by 5.2%, 3.8%, and 5.1% when compared with the individual modules, respectively. 
Additionally, the results indicate that the algorithm proposed in this paper is effective and demonstrates 
significant performance improvements.

Although the algorithmic model presented in this paper has significantly enhanced the accuracy and speed of 
site safety wear detection, obtaining diverse site datasets is challenging due to the dynamic nature of construction 
site environments and safety concerns. Consequently, future work will focus on further refining the model to 
enhance its ability to detect the safety wear of site personnel across various scenarios, utilizing dynamically 
acquired real-time video data.

Models P2 GhostNet Dyhead EMASlideLoss mAP50/% P/% R/% fps/s GFLOPS

A 86.3 88.6 87.7 62.1 8.1

B ✓ 91.5 90.6 88.5 58.5 7.2

C ✓ 90.1 90.6 86.9 88.7 6.7

D ✓ 89.4 90.5 88.9 70.4 7.3

E ✓ 91.4 91.2 86.3 70.8 7.9

F ✓ ✓ 91.9 93.0 90.2 77.4 4.6

G ✓ ✓ 90.5 89.5 89.3 60.7 6.5

H ✓ ✓ 90.1 93.5 88.8 64.5 7.2

I ✓ ✓ ✓ ✓ 92.5 92.0 91.1 96.8 4.2

Table 4.  YOLO-P2-Ghost-Dyhead model ablation experiment results.
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Data availability
The dataset in this paper is made up of self-picked datasets as well as SHWD’s public datasets, and there is no 
question of any dispute of interest. The link to the open source dataset is GitHub—njvisionpower/Safety-Hel-
met-Wearing-Dataset: Safety helmet wearing detect dataset.
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