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Automated Detection of Adverse Events Using Natural
Language Processing of Discharge Summaries

GENEVIEVE B. MELTON, MD, GEORGE HRIPCSAK, MD, MS

A b s t r a c t Objective: To determine whether natural language processing (NLP) can effectively detect adverse
events defined in the New York Patient Occurrence Reporting and Tracking System (NYPORTS) using discharge
summaries.

Design: An adverse event detection system for discharge summaries using the NLP system MedLEE was constructed
to identify 45 NYPORTS event types. The system was first applied to a random sample of 1,000 manually reviewed
charts. The system then processed all inpatient cases with electronic discharge summaries for two years. All system-
identified events were reviewed, and performance was compared with traditional reporting.

Measurements: System sensitivity, specificity, and predictive value, with manual review serving as the gold standard.

Results: The system correctly identified 16 of 65 events in 1,000 charts. Of 57,452 total electronic discharge summaries,
the system identified 1,590 events in 1,461 cases, and manual review verified 704 events in 652 cases, resulting in an
overall sensitivity of 0.28 (95% confidence interval [CI]: 0.17–0.42), specificity of 0.985 (CI: 0.984–0.986), and positive
predictive value of 0.45 (CI: 0.42–0.47) for detecting cases with events and an average specificity of 0.9996 (CI: 0.9996–
0.9997) per event type. Traditional event reporting detected 322 events during the period (sensitivity 0.09), of which the
system identified 110 as well as 594 additional events missed by traditional methods.

Conclusion: NLP is an effective technique for detecting a broad range of adverse events in text documents and
outperformed traditional and previous automated adverse event detection methods.

j J Am Med Inform Assoc. 2005;12:448–457. DOI 10.1197/jamia.M1794.

Adverse event prevention and detection are national health
care priorities.1 Detection of adverse events represents an op-
portunity to learn from events via a cognitive perspective so
that inciting factors surrounding events can be identified and
improved.2 Voluntary reporting of adverse events by most
institutions, however, remains a largely unsuccessful prac-

tice.3–7 While chart review is effective,8 it is too costly for rou-
tine use.

Health care policy makers and practitioners will need infor-
mation technology coupled with improved data collection
to improve patient safety.9 Computerized systems for event
detection rely on signals suggestive of adverse events both
in the case of impending events (for prevention) and of events
that have occurred (for management).10 For example, a dis-
charge diagnosis of myocardial infarction in a patient with
an unrelated surgical admission diagnosis might indicate an
adverse event. Event detection systems reduce the cost of
chart review by identifying those cases that are most appro-
priate for review.6 Successful systems require sufficient posi-
tive predictive value to avoid needless chart review and
sufficient sensitivity to gather a meaningful number of events.

Most adverse event detection systems exploit numeric or
coded data derived from patient registration, pharmacy or-
ders, admission and discharge diagnoses, clinical laboratory
results, and ancillary information systems.11–16 Investigators
have studied adverse event detection from the perspective
of adverse drug events, dangerous laboratory values, failure
to follow critical paths, and other events. Although these ad-
verse detection systems often perform well, they are limited
because they require clinical data that are in coded format.

Unfortunately, most institutions lack a detailed record of their
patients’ care in coded electronic format. Symptoms, physical
findings, and clinical reasoning are recorded as narrative text
in notes but are unavailable in coded form. The lack of coded
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information limits the performance of event detection sys-
tems and limits the breadth of events that they can detect.

Narrative clinical notes such as discharge summaries, opera-
tive reports, clinic notes, and nursing notes are increasingly
available in electronic form either through transcription or
direct data entry. Investigators have begun to exploit these
documents for event detection by looking for notes with
relevant words (‘‘trigger words’’) such as ‘‘iatrogenic,’’ ‘‘er-
ror,’’ or ‘‘perforation.’’17,18 This technique helps, but its pre-
dictive value remains low, largely because it is difficult to
distinguish whether a clinician is saying that a condition is
present, is absent, or was present in the past. Natural lan-
guage processing is an automated technique that converts
narrative documents into a coded form that is appropriate
for computer-based analysis.

Natural language processing has been used successfully for
several specific domains of medicine19–24 and for the detec-
tion of specific adverse events, such as falls and nosocomial
infections.10,25 It is unclear, however, whether natural lan-
guage processors can detect a wide range of complex adverse
events accurately enough to assist health care institutions
meaningfully. In this study, we built an event detection sys-
tem for electronic discharge summaries using an existing,
noncommercial natural language processor, MedLEE,26 in
an effort to detect a broad range of adverse events.

Background
The natural language processor MedLEE employs a vocabu-
lary and a grammar to extract information from narrative
text. MedLEE was initially developed to process radiographic
reports21 but has been expanded to process a wide range of
medical texts.26 MedLEE also handles negation (denial), un-
certainty, timing, synonyms, and abbreviations. For example,
the sentence ‘‘The patient may have a history of MI’’ is coded
as follows:

problem: myocardial infarction
certainty: moderate
status: past history

The certainty and status fields indicate that the diagnosis is
unsure (‘‘moderate’’ certainty) and that if the myocardial in-
farction did occur, it occurred in the past. A detailed overview
of MedLEE has been published.21,26

The New York Patient Occurrence Reporting and Tracking
System (NYPORTS) is a mandatory adverse event reporting
framework instituted in 1996 for all health care institutions
in New York State.27 We used the criteria for each of the 45 pa-
tient-related hospital-based adverse event types defined in
NYPORTS (Appendix 1); they represent a broad range of ad-
verse events.

Many NYPORTS adverse event types are complex. For exam-
ple, NYPORTS event type 751 includes falls in the hospital re-
sulting in an x-ray–proven fracture, a subdural or epidural
hematoma, cerebral contusion, traumatic subarachnoid hem-
orrhage, or internal organ trauma. The event type excludes
falls that occur outside of the institution or that result in
only soft tissue injuries. NYPORTS event type 604 includes
perioperative myocardial infarction within 48 hours of an op-
erative procedure. The procedure must not be cardiac related,
birth related, an abdominal aortic aneurysm rupture, or a
multiple trauma.

Methods
We developed and tested our adverse event system at
NewYork-Presbyterian Hospital–Columbia University Medical
Center, an urban, tertiary health care institution. There were
107,305 inpatients cases for the years 1996 and 2000. The tar-
get population of the study comprised all 57,452 inpatient
cases at our institution with electronic discharge summaries
during this period.

The adverse event detection system28 comprised the MedLEE
natural language processor21,26 and a set of criteria that map-
ped each MedLEE-coded discharge summary to the adverse
events that occurred during the admission. The inclusion
and exclusion criteria for each event were implemented as a
computer query, which is a short program that includes logic
and terms from MedLEE’s vocabulary. MedLEE converted
each discharge summary to a coded form, and the 45 com-
puter queries converted that coded form to a list of events
that appeared to have occurred during each admission. The
computer queries were developed iteratively; we tested
them on discharge summaries from the years 1990 to
1995 (before implementation of NYPORTS), modified the
queries to improve performance, and retested them on the
cohort.

System Evaluation
Manual chart review served as the gold standard. We as-
sessed the reliability of the reviewers on 100 cases as follows.
Two reviewers, a physician coauthor (GBM) and an informa-
tician independent of this study, identified NYPORTS events
in 100 cases selected randomly but stratified so that about
40% had events. The reviewers’ raw agreement was 0.97,
and chance-corrected agreement (kappa) was 0.94. This
high agreement justified the use of a single reviewer per case.

Reliability of the data sources was assessed on 1,000 ran-
domly selected cases in which the physician identified
NYPORTS events using (1) the discharge summaries alone,
(2) the full electronic chart, and (3) for a subset of 100, the
combined electronic and paper charts. Electronic charts in-
cluded discharge summaries, operative reports, pathology re-
ports, laboratory results, radiology results, registration data
including coded diagnoses and procedures, residents’ trans-
fer of service notes, and other ancillary notes, but they con-
tained few admission notes, progress notes, or nursing
notes. The paper chart supplied the latter missing notes. We
calculated the agreement among the three data sources.

Performance of the system was assessed with the same 1,000
random cases from 1996 and 2000 used for the full data reli-
ability dataset. These cases were used to obtain an unbiased
and direct estimate of sensitivity and specificity of the system
for identifying cases that had NYPORTS events. The system
identified apparent events based on discharge summaries.
The physician manually reviewed the electronic chart for
each case and determined which NYPORTS events had
clearly occurred in the case.

System performance was then assessed using all electronic
discharge summaries from 1996 and 2000 to get a more pre-
cise estimate of the positive predictive value and performance
on individual event types. The physician reviewed those dis-
charge summaries that the system identified as having
events. An identification was considered correct only if the
system selected the correct NYPORTS event type.
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Finally, to assess how the system might work in practice, we
compared the events that were detected by the system and
confirmed by the physician reviewer with the events that
were actually detected during those years using traditional
event detection techniques. In 1996 and 2000, hospital person-
nel reported candidate NYPORTS events in one of three
ways: (1) direct phone calls from practitioners, patients, and
other hospital personnel; (2) incident reports from practi-
tioners; and (3) report forms completed by case management
personnel in conjunction with utilization review. Hospital
personnel then determined the veracity of candidate
NYPORTS events by manual screening of the electronic chart
and, if needed, the paper chart.

The institutional review board approved the study and
waived informed consent for this retrospective review.

Results
Data Reliability
In the 100 cases with both electronic chart review and com-
bined paper-electronic chart review, there was complete
agreement on all 39 events. This high agreement justified
the use of electronic charts as the gold standard for the
1,000 case set. Manual review of discharge summaries agreed
with manual review of the electronic chart in all but five of
1,000 cases, resulting in a raw agreement of 0.995 and kappa
of 0.96. This high agreement demonstrates that discharge
summaries contain most of the information needed to detect
NYPORTS adverse events, so a system based on discharge
summaries has the potential for accurate identification.

System Performance on 1,000 Cases
Table 1 shows the performance of the system for detecting
cases with at least one adverse event, based on the 1,000
case set. ‘‘True events’’ are those identified by manual review
of the electronic chart, and ‘‘apparent events’’ are those iden-
tified by the system. The system correctly identified 15 of 53
cases with events. Table 2 shows the performance of the sys-
tem for detecting individual events, based on the 1,000 case
set. The system correctly identified 16 of 65 true events and
incorrectly identified 49. Event specificity (0.9996 in Table 2)
exceeds case specificity (0.982 in Table 1) because case speci-
ficity is subject to the sum of the false-positive rates of all
the event types, whereas event specificity represents the aver-
age specificity expected for an investigator interested in a sin-
gle NYPORTS event type.

System Performance on Full Cohort of 57,452 Cases
Table 3 shows the number of events that the system identified
in the full cohort of 57,452 cases, the number of those events
that manual review verified, and the overall positive predic-
tive value for the system calculated by case and by event.
Appendix 1 contains the positive predictive value of the sys-
tem by each event type. In sum, the system identified 1,590
events in 1,461 cases, and manual review verified 704 of the
events in 652 cases.

‘‘Best Estimate’’ System Performance
Table 4 summarizes the event prevalence and ‘‘best esti-
mates’’ of system performance using a combination of the
data obtained from the 1,000 case set and the full cohort of
57,452 cases. The specificity for specific event types can also
be estimated from Appendix 1. The range is 0.998 (95% con-

fidence interval [CI]: 0.997–0.998) for event 803 to 1 (95%
CI: 0.9999–1.0) for event 852.

System Performance Compared with Traditional
Reporting
The last two columns of Appendix 1 tally traditional
NYPORTS detection and its overlap with the automated sys-
tem. Table 5 compares traditional detection to the automated
system followed by manual verification. The sensitivity of
traditional detection can be approximated as 322 of 3,734
(0.065 3 57,452) or about 0.086. The system identified 110 of
322 traditionally detected events (0.34; 95% CI: 0.29–0.40).
The system identified 594 events that were missed by tradi-
tional detection methods, increasing the total number of
events detected from 322 for traditional detection alone to
916 using a combined approach.

Discussion
In this study at a large, tertiary care medical center, our auto-
mated adverse event detection system with natural language
processing achieved excellent performance and provided ef-
fective screening for NYPORTS adverse events contained
within a large corpus of electronic discharge summaries
over a two-year period. The sensitivity to detect events was
only fair (0.25 by event and 0.28 by case) but far higher
than that found for traditional reporting in this study

Table 2 j Automated Adverse Event Detection System
Versus Manual Review for 1,000 Charts, Aggregated
by Event

Value (95% CI)

Events identified by manual review 65
Events identified by the system 32
Events identified by the system and

verified by manual review
16

Sensitivity 0.25 (0.15–0.37)
Specificity 0.9996 (0.9994–0.9998)
Positive predictive value 0.50 (0.32–0.68)
Negative predictive value 0.9989 (0.9986–0.9992)

CI = confidence interval.

Table 1 j Automated Adverse Event Detection System
Versus Manual Review for 1,000 Charts, Aggregated
by Case

Automated Detection System

Cases with
Apparent Events

Cases without
Apparent Events Total

Manual review
Cases with
true events

15 38 53

Cases without
true events

17 930 947

Total 32 968 1,000

value (95% CI)

Sensitivity 0.28 (0.17–0.42)
Specificity 0.982 (0.971–0.990)
Positive predictive value 0.47 (0.29–0.65)
Negative predictive value 0.96 (0.95–0.97)

CI = confidence interval.
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(0.086) or in previous studies.3–7 The system achieved very
high specificity.

The current system, when comparedwith other adverse event
detection systems using text documents, is unique in its abil-
ity to both recognize a broad range of events and identify the
specific event type in each case. Thus, it enables highly fo-
cused manual review to detect a significant fraction of events
at minimal cost.

Most previous studies of automated adverse event detection
from narrative documents used simple text search techniques
and achieved limited success. In two studies of adverse drug
event detection in the outpatient setting using automated text
searching in clinic notes, the text search method performed
well compared with other automated methods but achieved
positive predictive values of only 7%13 and 12%.5 In a differ-
ent study, text searching in discharge summaries, residents’
transfer of service notes, and outpatient visit notes using
the search terms ‘‘mistake,’’ ‘‘error,’’ ‘‘incorrect,’’ and ‘‘iatro-
genic’’ to find medical errors identified a broad range of med-
ical errors and had positive predictive values ranging from
3.4% to 24.4%.17 The system did not distinguish among the
event types, however, and its sensitivity was less than 4%.
In a study of text searching on discharge summaries to iden-
tify a broad range of events, the system returned 59% of dis-
charge summaries with a predictive value of 52%.18 Because
the prevalence of these nonspecific events in the underlying
sample was 45%, however, the predictive value was only
moderately higher than would be achieved by random sam-
pling. Our system identified specific event types, with aver-
age prevalence per event type of less than 1%, and it still
achieved a positive predictive value of 44% per event.

In addition, a recent report by Forster et al.29 described the
validation of an adverse event detection instrument for dis-
charge summaries using term searching. In contrast to the
current study, which contains a direct reliability study, that re-
port used an established instrument. The authors reported a
positive predictive value of 0.41, a sensitivity of 0.23, and a
specificity of 0.92. The predictive value of 0.41 must be inter-
preted in light of the high underlying prevalence of adverse
events, which was 20% (48 of 245) in the reported case sample
using a broad definition of adverse events. In addition to
achieving a comparable predictive value with rare and spe-
cific events, our system achieved a better specificity and iden-
tified the exact event type.

Our reliability studies, which were conducted to verify the
rater and data sources, revealed that NYPORTS events were
straightforward for clinicians to identify with manual review

and that discharge summaries contain most NYPORTS ad-
verse events. Although the raters had little difficulty with
manual review, query development for these events was a
long and intricate task for system developers. Queries were
developed in an iterative manner with many rounds often
necessary to decrease both false negatives and false positives.
Because of the large amount of complexity surrounding these
adverse event definitions with respect to inclusion and exclu-
sion criteria, however, mimicking the natural reasoning of a
clinician within an automated query was difficult.

For example, an area being actively investigated by others,30

which was particularly difficult in this project, was reasoning
with respect to time. While MedLEE does have some time
representations for dates and other simple time structures,
its current capabilities with respect to these issues are limited.
Certain time reasoning could be inferred, such as an event oc-
curring after another event using collocation information in
the text. Many other time-reasoning issues, however, were
not easily modeled in the queries. For instance, five postoper-
ative NYPORTS events require that the event occurred within
48 hours of the procedure (events 601 to 605, see Appendix 1).
Modeling a time difference of 48 hours with the coded data
from MedLEE was difficult. The addition of other data sour-
ces, in addition to other text documents, to augment the sys-
tem could potentially improve time reasoning as well as
improve overall datamodeling for the event detection system.

Although the system was successful in detecting NYPORTS
events, there are important adverse event types that the
NYPORTS structure does not include or sometimes explicitly
excludes. For instance, the NYPORTS adverse event criteria
for iatrogenic pneumothorax include solely those pneumo-
thoraces due to an intravascular catheter and exclude other
iatrogenic causes, including thoracocentesis or lung biopsy.
For this reason, the system would need modification if the
goal were to obtain all possible adverse events of potential
interest.

While the overall performance of the system was excellent
compared with that of other text-processing adverse event
detection systems, system performance at the event or query
level varied somewhat by event type. Many event types had a
low event prevalence (Appendix 1), so the performance for
individual event types could not be determined accurately.
Nevertheless, certain queries were more difficult to imple-
ment in an automated fashion than others, resulting in varia-
ble system performance. Another central issue, in addition to
issues with time reasoning, was handling event criteria not
typically contained explicitly in the discharge summary.
This required indirect modeling in the query (e.g., the use
of conscious sedation was indirectly modeled by detecting
procedures that typically use conscious sedation). The addi-
tion of other data sources could potentially enhance system
performance by directly supplying this inferred information.

One potential source of bias in this study was that only pa-
tients with electronic discharge summaries were included.
Patients who stayed less than 48 hours did not require a dis-
charge summary, and sometimes summaries were simply
missing from the record. This group may have had a different
event rate than those included in the study.

An important aspect of this technology is its straightforward
transferability to other institutions. Previous experience using

Table 3 j System Performance with 57,452 Electronic
Discharge Summaries Aggregated by Case and
by Event

Value by case
(95% CI)

Value by event
(95% CI)

Identified by the system 1,461 1,590
Identified by the system
and verified by manual
review

652 704

Positive predictive value 0.45 (0.42–0.47) 0.44 (0.42–0.47)

CI = confidence interval.
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the MedLEE natural language processor at other institutions
suggests that performance should be comparable and that ad-
justing the computer queries should reduce any loss of perfor-
mance.31 For patients with electronic discharge summaries,
the overhead of using the system should be minimal. There
are minor formatting requirements, and standardized section
headings are helpful but not mandatory. Transferability is
limited in two ways: (1) not all patients have discharge sum-
maries, typically due to short hospital stays or lack of clini-
cian compliance, and (2) some institutions do not currently
have discharge summaries in electronic form. The MedLEE
natural language processing component can process a broad
range of documents, and extending the adverse event detec-
tion system to progress notes, operative reports, consult
notes, and ancillary reports would likely result in the detec-
tion of additional adverse events.

Moreover, system specificity is high enough to make nation-
wide screening feasible. For example, if electronic discharge
summaries were available for all inpatients, then an investi-
gator interested in wound dehiscence (event 805) could run
the system on the 30 million admissions expected per year32

and produce about 11,000 cases with about 11,000 false posi-
tives (from Appendix 1, event positive predictive value of
0.51 with approximately one case returned by the system
for every 1,350 discharge summaries).

Natural language processing may revolutionize adverse
event reporting and may play a significant role in adverse
event prevention and other forms of intervention. The de-
scribed system tripled the number of detected events without
impeding or increasing the clinicians’ workflow, as the oper-
ation of our system on discharge summaries was completely
automated and transparent to clinicians. As health care
moves from simple detection to actual intervention and pre-
vention, the system may become even more important.
Processing takes only about a second per document, and
MedLEE processes documents at our institution as they are
created. In contrast to retrospective manual detection and to
voluntary reporting in which clinicians must know about
and decide to report an event, natural language processing
can provide immediate feedback to clinicians for issues of
which they may be unaware. For example, MedLEE process-
ing of chest radiograph reports reduced the rate of errone-
ously assigning patients with active tuberculosis to
nonprivate rooms by almost one half.33

Conclusion
Natural language processing was an effective method for au-
tomated adverse event detection, with the reported system
outperforming traditional and previous automated adverse
event detection methods. In contrast to previously reported
techniques, the system detected a broad range of complex ad-
verse events and identified the specific event type with high
specificity, although only fair sensitivity. Ultimately, this study
demonstrates the potential of natural language processing to
facilitate health care processes. Automated diagnosis coding,

Table 5 j Automated Detection with Manual
Verification Versus Traditional Detection

Automated Detection
System with Manual Verification

Event Detected Event Missed

Traditional detection
Event detected 110 212 322
Event missed 594 *
Total 704

*The number of events missed by both systems is unknown but can
be estimated as 0.065 3 57,452 2 (110 1 212 1 594) = 2,818.

Table 4 j ‘‘Best Estimate’’ Event Prevalence and System Performance

Metric* Derivation Value (95% CI)

Prevalence
Case rate: proportion of cases with one or more true events 53 O 1,000 0.053 (0.040–0.069)
Event rate: true events per case 65 O 1,000 0.065 (0.051–0.082)

System performance for detecting cases with events
Sensitivity: proportion of cases with true events that had apparent

events
15 O 53 0.28 (0.17–0.42)

Specificity: proportion of cases with no true events that had no
apparent events

12 14612652
ð120:053Þ3 57;452 0.985 (0.984–0.986)y

Positive predictive value: proportion of cases with apparent events
that had true events

652 O 1,461 0.45 (0.42–0.47)

Negative predictive value: proportion of cases with no apparent
events that had no true events

930 O 968 0.96 (0.95–0.97)

System performance for detecting individual events
Sensitivity: proportion of true events that were identified by the

system
16 O 65 0.25 (0.15–0.37)

Specificity: proportion of cases without true events of a given type
that the system did not identify

12 ð15902704ÞO45
ð120:065O45Þ3 57;452 0.9996 (0.9996–0.9997)y

Positive predictive value: proportion of apparent events that were
true

704 O 1,590 0.44 (0.42–0.47)

Negative predictive value: proportion of cases without true events
of a given type that had no true event

1;0002ð81O45Þ
1;0002ð32O45Þ 0.9989 (0.9986–0.9992)

CI = confidence interval.
*A true event was detected by manual review; an apparent event was identified by the system.
ySee the text for an explanation of the difference between case specificity and event specificity.
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real-time clinical guidance, computer-assisted documenta-
tion, and improved clinical trial recruitment are some of the
far-reaching applications of this important technique.
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Appendix 1 j Events Identified by the Automated Adverse Event Detection System and by Traditional Event
Detection on 1,000 Cases and on 57,452 Cases

1,000 Case Set 57,452 Case Set

Adverse Event Type with
Description

Events
Identified

by
Manual
Review

Events
Identified
by the
System

Events
Identified
by the
System
and

Verified by
Manual
Review

Events
Identified
by the
System

Events
Identified
by the
System
and

Verified by
Manual
Review

Positive
Predictive
Value of

the
System

Events
Identified

by
Traditional

Event
Detection

Events
Identified
by Both

the System
and by

Traditional
Event

Detection

Proportion
of Tradi-
tionally
Detected
Events
Detected
by the
System

803. Hemorrhage or hematoma
requiring drainage, evacuation,
or other procedural inter-
vention*y

1 4 1 230 107 0.47 52 28 0.54

402. New documented deep
venous thrombosis (excludes
superficial thrombophlebitis)

9 6 5 204 105 0.51 28 10 0.37

819. Unplanned operation or
return to reoperation (excludes
nonanesthesia procedures, pro-
cedures commonly sequential
or repeated)*y

8 2 0 172 80 0.47 54 18 0.33

808. Postoperative wound
infection requiring drainage
(excludes contaminated or dirty
case)*yz

9 2 1 137 47 0.34 70 8 0.11

801. Procedure-related injury
requiring repair, removal of an
organ, or other procedural in-
tervention (excludes intended
injuries based on disease pro-
cess, anatomical structure, lack
of alternative approach)*y

2 1 0 128 39 0.30 22 14 0.64

302. Intravascular catheter–related
volume overload leading to
pulmonary edema (excludes
secondary to acute myocardial
infarction or patients with pre-
disposing conditions; conges-
tive heart failure, cardiac
disease, renal failure/insuffi-
ciency, hemodynamic instabil-
ity, or critically ill)

3 1 0 96 54 0.56 0 0 —

401. New, acute pulmonary
embolism, confirmed or sus-
pected and treated (excludes
suspected cause of suddendeath
with no autopsy to confirm)z

2 1 1 95 61 0.64 12 5 0.42

938. Malfunction of equipment
during treatment or diagnosis
or a defective product with
death or serious injury§

1 3 1 94 44 0.47 2 1 0.50

806. Displacement, migration, or
breakage of an implant, device,
graft, or drain*y

3 4 2 70 24 0.34 14 1 0.07

604. Perioperative/periprocedural
acute myocardial infarction
(excludes multiple trauma, ab-
dominal aortic aneurysm
rupture)*zk

3 3 1 66 26 0.39 9 3 0.33

605. Perioperative/periprocedural
death (excludes multiple
trauma, abdominal aortic aneu-
rysm rupture)*zk

0 0 0 58 12 0.21 4 1 0.25

Continued
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Appendix 1 j Continued

1,000 Case Set 57,452 Case Set

Adverse Event Type with
Description

Events
Identified

by
Manual
Review

Events
Identified
by the
System

Events
Identified
by the
System
and

Verified by
Manual
Review

Events
Identified
by the
System

Events
Identified
by the
System
and

Verified by
Manual
Review

Positive
Predictive
Value of

the
System

Events
Identified

by
Traditional

Event
Detection

Events
Identified
by Both

the System
and by

Traditional
Event

Detection

Proportion
of Tradi-
tionally
Detected
Events
Detected
by the
System

805. Wound dehiscence requiring
repair*z

1 4 1 43 22 0.51 8 5 0.63

301. Intravascular catheter-related
necrosis or infection requiring
repair, regardless of location of
repair (excludes exclusive treat-
ment with packs, intravenous
catheter change, medications,
wound irrigation)

0 0 0 29 10 0.34 5 4 0.80

603. Perioperative/periprocedural
cardiac arrest with successful
resuscitation (excludes inten-
tional arrest during cardiopul-
monary procedures, multiple
trauma, abdominal aortic aneu-
rysm rupture)*zk

0 2 0 28 6 0.21 0 0 —

751. Falls resulting in x-ray–
proven fractures, subdural or
epidural hematoma, cerebral
contusion, traumatic subarach-
noid hemorrhage and/or inter-
nal trauma (excludes soft tissue
injuries)

1 0 0 26 15 0.58 22 5 0.23

601. Perioperative/periprocedural
new central nervous system
deficit (excludes direct central
nervous system procedure)*zk

5 1 1 21 5 0.24 2 0 0.00

807. Thrombosed distal bypass
graft requiring repair (excludes
arteriovenous grafts and fistu-
las used for dialysis)*z

2 1 1 15 7 0.47 3 1 0.33

602. Perioperative/periprocedural
new peripheral nervous system
deficit with motor weakness
(excludes direct procedures on
specific nerve or sensory symp-
toms without weakness)*zk

0 1 0 10 8 0.80 2 0 0.00

804. Anastomatic leakage
requiring repair*y

1 0 0 10 8 0.80 4 3 0.75

501. Laparoscopic unplanned
conversion to open procedure
because of injury and/or bleed-
ing (excludes diagnostic laparos-
copywithplannedconversionor
conversion based on findings,
conversions based on difficulty
identifying anatomy)

0 0 0 10 4 0.40 1 1 1.00

303. Intravascular catheter–
correlated pneumothorax, re-
gardless of size or treatment
(excludes nonintravascular re-
lated such as those resulting
from lung biopsy, thoracentesis,
permanent pacemaker inser-
tion, and others)

0 0 0 8 6 0.75 3 1 0.33

Continued
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Appendix 1 j Continued

1,000 Case Set 57,452 Case Set

Adverse Event Type with
Description

Events
Identified

by
Manual
Review

Events
Identified
by the
System

Events
Identified
by the
System
and

Verified by
Manual
Review

Events
Identified
by the
System

Events
Identified
by the
System
and

Verified by
Manual
Review

Positive
Predictive
Value of

the
System

Events
Identified

by
Traditional

Event
Detection

Events
Identified
by Both

the System
and by

Traditional
Event

Detection

Proportion
of Tradi-
tionally
Detected
Events
Detected
by the
System

913. Unintentionally retained
foreign body due to inaccurate
surgical count or technique break

0 0 0 8 2 0.25 0 0 —

853. Ruptured uterusy 1 1 1 6 4 0.67 0 0 —
201. Aspiration pneumonia/
pneumonitis in a nonintubated
patient related to conscious se-
dation (excludes patients intu-
bated/on a ventilator or with a
known history of chronic aspi-
ration)

0 0 0 5 1 0.20 0 0 —

701. Second- or third-degree burn
in the hospital (excludes first-
degree burn)

1 0 0 4 2 0.50 0 0 —

851. Hysterectomy in a pregnant
womany

0 0 0 3 2 0.67 1 1 1.00

917. Unexpected loss of limb or
organ#

0 0 0 3 1 0.33 0 0 —

108. A medication error that
resulted in permanent patient
harm{

0 0 0 3 0 0.00 0 0 —

109. A medication error that
resulted in a near-death event
(anaphylaxis, cardiac arrest){

0 0 0 3 0 0.00 0 0 —

921. Crime resulting in death or
serious injury§

0 0 0 2 1 0.50 1 0 0.00

852. Inverted uterusy 0 0 0 1 1 1.00 0 0 —
911. Wrong patient, wrong site
(surgical procedure)

0 0 0 1 0 0.00 0 0 —

915. Unexpected death§ 2 0 0 1 0 0.00 0 0 —
110. A medication error that
resulted in a patient death{

0 0 0 0 0 — 0 0 —

854. Circumcision requiring repair 0 0 0 0 0 — 0 0 —
912. Incorrect procedure of
treatment (invasive)

2 0 0 0 0 — 1 0 0.00

916. Cardiac and/or respiratory
arrest requiring BLS/ACLS in-
tervention#

2 0 0 0 0 — 1 0 0.00

918. Impairment of limb (limb
unable to function at same level
before occurrence)#**

2 0 0 0 0 — 1 0 0.00

919. Loss or impairment of bodily
functions (sensory, motor, com-
munication or physiologic func-
tion diminished from level
before occurrence)#**

4 0 0 0 0 — 0 0 —

920. Errors of omission (related to
patient’s underlying condition)
with death or serious injury§

0 0 0 0 0 — 0 0 —

922. Suicide and attempted
suicides with death or serious
injury§

0 0 0 0 0 — 0 0 —

923. Elopement from hospital
death or serious injury§

0 0 0 0 0 — 0 0 —

961. Infant abduction 0 0 0 0 0 — 0 0 —

Continued
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Appendix 1 j Continued

1,000 Case Set 57,452 Case Set

Adverse Event Type with
Description

Events
Identified

by
Manual
Review

Events
Identified
by the
System

Events
Identified
by the
System
and

Verified by
Manual
Review

Events
Identified
by the
System

Events
Identified
by the
System
and

Verified by
Manual
Review

Positive
Predictive
Value of

the
System

Events
Identified

by
Traditional

Event
Detection

Events
Identified
by Both

the System
and by

Traditional
Event

Detection

Proportion
of Tradi-
tionally
Detected
Events
Detected
by the
System

962. Infant discharged to wrong
family

0 0 0 0 0 — 0 0 —

963. Rape by another patient or
staff

0 0 0 0 0 — 0 0 —

Total 65 32 16 1,590 704 322 110

*Exclude cardiac related.
yExclude birth related.
zInclude readmissions.
§Serious injury includes arrest, impairment of limb, loss of limb, or impairment of bodily functions.
kWithin 48 hours.
{Exclude adverse drug reaction that was not the result of a medication error.
#Exclude unexpected adverse occurrence directly related to the natural course of patient’s condition (i.e., terminal or severe illness present on
admission).
**Present at discharge or for at least two weeks if patient not discharged.
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