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The rapid development of generative artifi-
cial intelligence (GenAI), particularly large 
language models (LLMs) like GPT- 4, is 
reshaping healthcare. Built on transformer 
architectures and trained with extensive 
datasets, these models are not only accurate 
but also highly adaptable to various health-
care applications.1 In the medical field, 
LLMs are showing promise in automating 
diagnostic support, improving patient thera-
peutic management and facilitating clinical 
decision- making processes.2–4 These appli-
cations are transforming the efficiency and 
quality of care across patient care delivery.

As the healthcare landscape evolves, a key 
question arises: How quickly are these inno-
vations being adopted, and by whom? A study 
by Blease et al5 reveals that UK general practi-
tioners (GPs) are already integrating AI tech-
nologies into their practices, even without 
formal guidelines. This early adoption indi-
cates a shift in the healthcare sector, with 
clinicians using GenAI to enhance efficiency 
and decision- making, despite the challenges 
that come with it.

One major benefit that GPs report is the 
ability of GenAI to streamline administrative 
tasks, particularly by generating documenta-
tion after patient appointments. According 
to the survey, 29% of GPs use GenAI for this 
purpose, saving time and allowing more focus 
more on patient care. Similarly, a study found 
that 76.9% of physicians felt more efficient 
using GPT- 4 to draft patient messages, further 
suggesting that AI can reduce time spent on 
administrative tasks and improve consistency.3

Beyond administrative functions, GPs also 
use GenAI to assist with clinical challenges. 
For instance, 28% of GPs use it for differen-
tial diagnosis by analysing large volumes of 
clinical data and suggesting potential diag-
noses, potentially reducing diagnostic errors. 
GenAI’s success in this area is partly due to 

Chain of Thought (CoT) reasoning, which 
allows the model to break down complex 
decision- making processes into logical steps, 
making suggestions more interpretable for 
clinicians.6 Additionally, 25% of GPs use 
GenAI to suggest evidence- based treatment 
options, enhancing clinical decision- making, 
especially in complex cases.5

CHALLENGES AND RISKS
Despite the potential benefits, integrating 
GenAI into clinical practice presents several 
challenges. One major concern is the risk of 
‘AI hallucinations’, where the GenAI gener-
ates inaccurate or misleading information.1 
Over- reliance on AI outputs can undermine 
clinical judgement, potentially leading to 
diagnostic or treatment errors.3 While GenAI 
can process vast amounts of data quickly, 
it cannot replace the critical thinking and 
expertise that clinicians provide. Balancing 
GenAI support with clinical oversight is essen-
tial to ensure patient safety.

Another challenge is algorithmic bias.7 AI 
models like GPT- 4, though valuable for clin-
ical decision support, can perpetuate racial 
and gender biases across healthcare tasks. A 
study by Zack showed significant bias in GPT- 
4’s clinical vignettes, differential diagnoses 
and treatment recommendations.7 To miti-
gate this, AI models must be developed and 
fine- tuned with diverse datasets that represent 
different demographic groups, promoting 
equity in healthcare delivery.8

Patient privacy and data security also major 
concerns. Many GenAI tools used in health-
care are driven by private, for- profit compa-
nies, raising questions about the handling 
and protection of sensitive health data.9 
Without clear privacy regulations and trans-
parent data policies, patient trust in AI- driven 
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healthcare systems could erode, leading clinicians to be 
hesitant about adopting these technologies.

Finally, there is concern over how GenAI is used incon-
sistently across clinical practice. Some GPs may over- rely 
on AI tools, while others might avoid them due to uncer-
tainty about their reliability. To address this, validation 
studies—including expert reviews, clinician- led trials and 
patient- centred feedback—should be prioritised. These 
studies will help build the evidence base needed to opti-
mise GenAI use and ensure its safe integration into real- 
world clinical settings.

FUTURE DIRECTIONS
While the study by Blease et al offers valuable insights, 
it also has limitations that restrict the broader applica-
bility of the findings. These limitations underscore the 
need for more comprehensive, real- world data. The 
study also highlights key risks but falls short of providing 
actionable recommendations to mitigate them. Future 
research should move beyond merely identifying risks 
and focus on developing frameworks that ensure the safe 
and ethical use of GenAI in healthcare.10 This includes 
training clinicians to effectively use GenAI as a support 
tool and conducting long- term evaluations of its impact 
on clinical outcomes and healthcare disparities. Further, 
regulatory authorities need to establish frameworks that 
incorporate principles of transparency, data security, risk 
management and clinical evaluation metrics to ensure 
any GenAI applications are safe to use and effective.11

Unsafe LLM- based applications, as noted by Blease 
et al, are already entering the market with limited vali-
dation. Without careful implementation, there is a risk 
that GenAI could be misused or relied on improperly. 
Ensuring the safe integration of GenAI into healthcare 
requires not only technical refinement but also ethical 
oversight and evidence- based practices. With responsible 
implementation, GenAI has the potential to revolutio-
nise healthcare delivery, improving clinical outcomes and 
patient safety.1
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